Disordered Speech Recognition Using Acoustic and sEMG Signals
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Abstract

Parallel isolated word corpora were collected from healthy speakers and individuals with speech impairment due to stroke or cerebral palsy. Surface electromyographic (sEMG) signals were collected for both vocalized and mouthed speech production modes. Pioneering work on disordered speech recognition using the acoustic signal, the sEMG signals, and their fusion are reported. Results indicate that speaker-dependent isolated-word recognition from the sEMG signals of articulator muscle groups during vocalized disordered-speech production was highly effective. However, word recognition accuracy for mouthed speech was much lower, likely related to the fact that some disordered speakers had considerable difficulty producing consistent mouthed speech. Further development of the sEMG-based speech recognition systems is needed to increase usability and robustness.

Index Terms: disordered speech recognition, sEMG speech recognition, mouthed speech, silent speech, dysarthria, sEMG.

1. Introduction

Dysarthria is a motor speech disorder that arises from neurological disease such as cerebral palsy or neurological injury due to stroke or other various traumatic brain or nerve injuries. Dysarthric speech is characterized by disruption of phonation and/or poor articulatory precision, and can often be difficult for human listeners to understand. Computer recognition of dysarthric speech is a particularly challenging problem, involving overcoming several issues including: slow rate, weak volume and reduced pitch modulation, as well as inconsistency, imprecision, distortion, elongation, insertion, and deletion of phonemes.

Research on automatic recognition of disordered speech is limited [1-6] and has exclusively focused on recognition of acoustic speech. However, surface EMG (sEMG) signals generated by the facial and neck muscles have recently been proposed as a novel modality for human speech communication and human-machine interface [7-10]. Compared with traditional acoustic speech recognition, the sEMG based speech recognition has the advantages of being immune to loud background acoustic noise, capable of silent ‘speech’ communication with non-audible, mouthed speech, and potentially providing an alternate human-machine interface for individuals with speech impairment [11].

Despite the potential advantages, sEMG-based speech recognition research is still in its infancy. The challenges include: 1) the need for multiple sensors, 2) low signal to noise ratios, 3) the lack of normative data, and 4) a lack of understanding of the relationship between the sEMG signals and the corresponding speech signal. Although previous research has shown the potential of sEMG speech recognition in high background noise environments and for silent speech communication [7],[14], the effectiveness of using sEMG for disordered speech recognition has not been experimentally verified. This paper presents a new effort on dysarthric speech recognition using acoustic and sEMG signals.

2. Data Collection

2.1. Participants

Five adult native speakers of English with moderate to severe speech impairment were recruited (2 females; 3 males; mean age = 45.8 years). Four participants had speech impairment due to cerebral palsy and one individual had suffered a stroke. All participants had normal hearing, vision and sufficient cognitive functioning to complete the experimental task. A motor speech evaluation was conducted to determine the dysarthria type and severity of speech impairment. Three of the five speakers presented with spastic dysarthria while the remaining two had mixed flaccid-spastic dysarthria. Severity of speech impairment was determined using the single word subtest of the Assessment of Intelligibility of Dysarthric Speech. For each speaker, intelligibility was calculated by averaging the number of correctly identified single word productions across three unfamiliar listeners. Speech intelligibility scores ranged from 60%-92% across speakers. An additional group of eight healthy speakers (4 of each gender; mean age = 24) were also recruited to serve as controls.
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2.2. Stimuli and Task

Due to the expected difficulty of disordered speech recognition and the potential for vocal fatigue, our data collection effort focused on a limited vocabulary of isolated words consisting of 11 digits, 26 NATO alphabet labels and 4 functional words (yes, no, left and right). Each participant produced a randomized order of the word list 8 times under each speaking condition (mouthed and vocalized), with the exception of dysarthric speaker 2 who only produced six mouthed lists and speaker 5 who produced voiced and mouthed word lists 10 times.

2.3. Experimental Instrumentation

The acoustic signal was collected by a headset microphone (WH30, Shure Inc., Niles, IL) that was positioned approximately 5 cm in front of and slightly lateral to the mouth. The sEMG data were collected by 11 sEMG sensors (parallel bar configuration, DE2.1, Delsys Inc., Boston MA). The sensors were positioned on the face and neck as shown in Figure 1 to provide optimal speech-related information across 6 anatomical regions (supralabial, labial, sublabial, submental neck, midline neck, and lateral neck).

To accommodate the physical needs of the dysarthric participants, the data collection sessions were conducted in their respective homes. Participants were provided with verbal descriptions of each of the mouthed and vocalized conditions and then allowed to practice to ensure that they understood the task. Once the experimenters were confident that the task was understood, data collection was initiated. The data collection protocol for the dysarthric speakers was similar to that of the healthy speakers and is detailed in a previous publication [7].

sEMG signals were band-pass filtered at 20-450 Hz, the acoustic signal was low-pass filtered at 10 kHz, and all signals were digitized at 20 kHz using a 32 channel A/D converter (NI-6259, National Instruments Co., Austin, TX) and EMGWorks data acquisition software (Delsys Inc.).

3. Disordered speech and sEMG signal analysis

3.1. sEMG speech activity detection

One of the main difficulties with sEMG based speech recognition is speech activity detection (SAD). We implemented an online speech detection algorithm for sEMG based speech recognition. To achieve a rapid system response, decisions need to be made in a local short time frame; to minimize false alarms due to noisy sEMG signals, local decisions (i.e. based on a single channel) need to be adjusted globally (i.e. based on multiple channels). We only selected a subset (1, 5, 8, 9, and 11) of the 11 sEMG channels to make the SAD decision as it has been shown that high recognition performance can be obtained using only these channels [8].

Specifically, for each 50 ms window, we computed third order statistics (TOS) for each selected channel:

$$TOS = E[x^3(n) - x(n-1)x(n)x(n+1)]$$  

where $x(n)$ is sEMG signal sample value at time $n$ after DC offset removal and $E[\cdot]$ stands for expectation. The channel was labeled as active if the TOS crossed a threshold value, which was tuned on training data to balance missed detections and false alarms. The start of speech was detected if a channel had been active for 5 consecutive frames or at least two channels were active at the same time. The maximum TOS values for all active channels were recorded and updated as necessary for each window. An active channel was labeled as inactive once its current TOS value fell below 15% of its maximum TOS value in history. The end of speech was marked as the point at which all sEMG channels became inactive.

Figure 2(a) shows a SAD example, with the original five sEMG channels plotted in blue, the TOS plotted in green, and the local decisions plotted in red. Note, the sEMG is plotted in units of 10 uV. In this example, sEMG activity is evident before and after the acoustic production. For comparison, a healthy speaker’s acoustic signal for the same word is shown in the right side panel (b), where it is clear that the disordered speech token has a much longer duration than does the healthy speech token.

Figure 1: The microphone and 11 sEMG sensor locations before (left) and after (right) removal. Black lines were drawn to show electrode contact locations after sensor removal.

Figure 2: (a) sEMG data for the word “zero” from a dysarthric speaker. The columns on the left are the sEMG signals, the red binary plot is the SAD decision based on TOS, which is shown on the corresponding right column. (b) Left plot is the disordered acoustic signal corresponding to the sEMG signal, on the right shows a healthy utterance for the same word.
3.2. sEMG and acoustic feature extraction

We used Mel-Frequency Cepstral Coefficients (MFCC) with Mean and Variance Normalization (MVN) to parameterize both the acoustic and sEMG signals. Although there is no theoretical basis to use MFCCs to parameterize sEMG signals (as they are meant to approximate human auditory perceptual response to acoustic signals) they are a reasonable feature choice because 1) the speech-related sEMG signals and acoustic spectra both show quasi-stationary characteristics, 2) the cepstral normalization technique also helps to reduce amplitude variation of sEMG signals and the varying channel effects of sEMG sensors, and 3) our previous work has demonstrated that among a set of different candidate parameterization schemes, MFCCs produced the highest recognition rates for sEMG based speech recognition [7].

Compared with acoustic speech signals, the sEMG signals exhibit slower changes and less fine structure, thus necessitating a lower sampling rate, a slower frame rate and fewer filters in the Mel-scale filter bank. We used a root compression, \( x^{0.1} \) (where \( x \) represents the output of the Mel-scale filter bank), before applying a discrete cosine transform in sEMG MFCC feature extraction. The root compression was shown to be more robust than log compression in noisy speech recognition tasks [12]. Our experiment on speaker dependent sEMG speech recognition showed similar improvement. We found that using delta-delta sEMG features showed no additional performance gain, probably due to the relative slow-varying nature of the sEMG signals. Thus, the acoustic speech signals were parameterized with a 39 dimensional MFCC feature vector, while the sEMG signals were parameterized with a 154 dimensional MFCC feature vector, consisting of concatenated features from all 11 channels. The detailed MFCC parameterization for the acoustic speech and sEMG signals is summarized in Table 1, where \( E \) stands for energy and \( Cep \) stands for cepstral coefficients.

### Table 1. Summary of Acoustic and sEMG Parameterization

<table>
<thead>
<tr>
<th></th>
<th>Acoustic</th>
<th>sEMG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample rate (kHz)</td>
<td>16</td>
<td>3</td>
</tr>
<tr>
<td>Window size (ms)</td>
<td>25</td>
<td>50</td>
</tr>
<tr>
<td>Frame rate (frames/second)</td>
<td>100</td>
<td>40</td>
</tr>
<tr>
<td>Number of mel-scale filters</td>
<td>24</td>
<td>15</td>
</tr>
<tr>
<td>Features type</td>
<td>( E+12 ) ( Cep )</td>
<td>( E+6 ) ( Cep )</td>
</tr>
<tr>
<td>Delta feature</td>
<td>( \Delta ), ( \Delta \Delta )</td>
<td>( \Delta )</td>
</tr>
<tr>
<td>Nonlinear compression</td>
<td>Log</td>
<td>Root</td>
</tr>
<tr>
<td>Total dimension</td>
<td>39</td>
<td>154</td>
</tr>
</tbody>
</table>

4. Disordered speech recognition

4.1. Disordered speech recognition by acoustic signals alone

#### 4.1.1. Speaker-independent acoustic model trained on healthy speech

The first recognition experiment tested the effectiveness of speaker-independent recognition for dysarthric speakers. The training data consisted of speech utterances collected from 8 healthy speakers. The same 41 words were collected, with six tokens each for each healthy speaker. A 10-state left-to-right HMM was adopted for word modeling. The testing set consisted of all tokens from the dysarthric speakers. The Hidden Markov Model Took Kit (HTK) was used to implement the HMMs in this experiment [13]. There was substantial variation in recognition accuracy among participants (see Table 2, row 1). The average recognition accuracy was quite low. For a similar task, healthy speakers could have achieved a much higher accuracy (>95%) [15]. We concluded that a speaker independent speech recognition system trained on healthy speakers would not be adequate for most dysarthric speakers.

### Table 2: Recognition accuracy for all five recognition model conditions. Note that in all conditions but the speaker independent condition, the models were trained on dysarthric speech.

<table>
<thead>
<tr>
<th>Model Conditions</th>
<th>Recognition Accuracy (%) by Participant</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S1</td>
</tr>
<tr>
<td>Independent</td>
<td>x</td>
</tr>
<tr>
<td>Dependent</td>
<td>x</td>
</tr>
<tr>
<td>Acoustic</td>
<td>x</td>
</tr>
<tr>
<td>Mouthed</td>
<td>x</td>
</tr>
<tr>
<td>Vocalized</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>x</td>
</tr>
</tbody>
</table>

4.1.2. Speaker-dependent acoustic model trained on disordered speech

Due to the low recognition accuracy of the speaker-independent system, we generated speaker dependent models for the dysarthric speaker database. In this experiment, we used speaker-specific data to train models for each dysarthric speaker. The training data consisted of 6 tokens for each word, while the test data consisted of 2 tokens for each word, as was used in the previous test task. Although accuracy improved considerably with the speaker dependent model (see Table 2, row 2), recognition of some speakers (e.g. S2) continued to be problematic.

4.2. Disordered speech recognition using sEMG signals alone

Although individuals with speech impairment have difficulty producing highly consistent acoustic signals, it is possible that speech production cues may still be contained in their facial and neck muscle activity. In this study we attempted to perform speaker-dependent speech recognition experiments using the features derived from sEMG signals. Speaker dependent models were trained and tested as was done in our previous experiments [7]. Table 2, (rows 3 and 4) summarize the results of speaker dependent sEMG speech recognition for the speech of dysarthric participants in both vocalized and mouthed speech conditions. A comparison of results in Table 2 shows that vocalized sEMG speech recognition accuracy is somewhat less effective than acoustic speech recognition. Moreover, the mouthed speech mode has consistently yielded less accurate recognition compared to voiced speech in sEMG experiments with healthy participants [7], and this difference in recognition between mouthed and voiced modes was even
more pronounced for our dysarthric participants. During data collection, all of our dysarthric participants spontaneously commented on their difficulty producing words in the mouthed condition, finding the lack of acoustic feedback problematic and sometimes mentally exhausting. This lead to an observable inconsistency in articulation that was consistent with the relatively poor machine recognition. Additionally the lack of auditory feedback may be more detrimental for individuals with speech impairment when attempting to achieve articulatory targets. Both dysarthric and intact individuals would likely benefit from practicing mouthed speech with biofeedback of their movements (e.g. reflection of their face), sEMG signals, and real-time recognition), which will be explored in future experiments.

4.3. Multi-modal recognition

The acoustic and sEMG signals likely contain unique information relating to speech production. Previous work has demonstrated that combining these two signal streams can improve recognition accuracy especially in noisy speech conditions [14], so we combined sEMG and acoustic signals for the vocalized data set obtained from the dysarthric speakers. Because acoustic and sEMG are different types of signals and require different sampling and feature frame rates, we implemented our multi-model recognition system using a decision fusion schema. First, we trained two independent speech recognition systems (as outline above) for speech and sEMG, respectively. During testing, each recognizer generated the top five most likely hypotheses along with corresponding log likelihood score. Since the likelihood scores generated by the two systems were not on the same scale, they were normalized according to their corresponding best hypothesis:

\[ n\text{Score}(i) = e^{L(i) - L(i)} \]  

where \( L(i) \) and \( n\text{Score}(i) \) are the log likelihood score and the normalized score for \( i^{th} \) best hypothesis, respectively.

The best hypothesis has a value of 1 under this schema. If the same word was hypothesized by both decoders, the final score for this hypothesis was the sum of the two scores. The final scores were then sorted to generate the best final hypothesis (see Table 2, row 5), which produced notably higher average recognition rates than did either modality alone.

5. Conclusions and future work

Recognition accuracy was studied for the dysarthric speech of a small set of stroke and cerebral palsy participants using acoustic and sEMG signals during vocalized and mouthed speech modes. Our findings suggest that speaker independent acoustically based systems are inadequate for this population given large within and between speaker production variability. Custom models built for each dysarthric speaker yielded better recognition for vocalized speech using either the acoustic or sEMG signals. Additional gains in recognition accuracy were achieved by the fusion of acoustic and sEMG signals in the vocalized mode. For mouthed speech, recognition based solely on sEMG signals yielded only moderate accuracy. It is likely that mouthed speech recognition accuracy may improve if the speaker has increased opportunity to practice this new oral-motor skill and if coupled with additional phonatory signals [16]. Further work on optimizing the sensor set and the recognition models is warranted.
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