Audiovisual speech processing in visual speech noise

Jeesun Kim & Chris Davis

MARCS Auditory Laboratories, University of Western Sydney

j.kim@uws.edu.au, chris.davis@uws.edu.au

ABSTRACT

When the talker’s face (visual speech) can be seen, speech perception is both facilitated (for congruent visual speech) and interfered with (for incongruent visual speech). The current study investigated whether the degree of these visual speech effects was affected by the presence of an additional irrelevant talking face. In the experiment, auditory speech targets (vCv syllables) were presented in noise for subsequent speech identification. Participants were presented with the full display or upper-half (control) display of a talker’s face uttering single syllables either in central vision (Exp 1) or in the visual periphery (Exp 2). In addition, another talker was presented (silently uttering a sentence) either in the periphery (Exp 1) or in central vision (Exp 2). Participants’ eye-movements were monitored to ensure that participants always fixated centrally. Congruent AV speech facilitation and incongruent McGurk effects were tested by comparing percent correct syllable identification for full face visual speech stimuli compared to upper-face only conditions. The results showed more accurate identification for congruent stimuli and less accurate responses for incongruent ones (full face condition vs. the upper-half face control). The magnitude of the McGurk effect was greater when the face articulating the syllable was presented in central vision (with visual speech noise in the periphery) than when it was presented in the periphery (with central visual speech noise). The size of the congruent AV speech effect, however, did not differ as a function of central or peripheral presentation.
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1. Introduction

Speech communication occurs both with and without interlocutors being able to see each other and also with and without irrelevant auditory and/or visual speech occurring in the background (from here on: auditory/visual noise). When the interlocutor’s face (visual speech) can be seen, speech perception occurs based on visual as well as auditory information integration. Auditory-visual speech processing has been shown to lead to better perception of speech particularly when there is auditory noise in the background [1]. The integration of auditory (A) and visual (V) speech information appears to be very robust as it occurs even when auditory and visual speech information is incongruent as in the McGurk effect [2], when the talker’s face is not in central vision, [3] and even when a perceivers does not pay direct attention to the AV signals [4].

The current study was conducted to determine whether AV speech integration is affected by the presence of visual speech noise, i.e., the presence of another talker’s face. The rationale for this investigation comes from a straightforward comparison with the effects of auditory noise, i.e., since auditory speech perception is degraded when auditory noise is present, it might be that the perception of visual speech will be degraded when visual speech noise is present (although auditory and visual signals propagate differently). Here, we will index any effects of the degradation of the visual speech signal by comparing the size of AV facilitation and interference effects when competing visual speech (visual noise) is and is not present.

The effect of visual speech on auditory speech perception has almost exclusively involved presenting a single target talker’s face without visual speech noise. However, there have been a few studies that have examined elements of the current issue concerning the effects of visual speech noise on AV speech perception. For example, as mentioned, AV effects on speech identification still occur even when the talkers face is not in central vision [4]. Further, it has been shown that AV effects can be produced by selectively attending to one of two articulating talkers [5]. However, to date, no experiments have directly examined congruent and incongruent (McGurk) AV effects with a competing talker presented either in central or in the visual periphery.

In this series of experiments we tested if the size of congruent and incongruent visual speech effects varied as a function of where the congruent or incongruent visual speech (the “target talking face”) was presented, in addition to where an irrelevant talking face was presented. That is, we examined AV effects by presenting the target talking face either in central vision and the competing talker in the periphery (Experiment 1) or vice versa (Experiment 2). In both cases, we used eye tracking to ensure that participants always fixated centrally. We tested for a congruent AV speech facilitation effect and also for an incongruent AV McGurk effect (visual ‘aga’, auditory /aba/).

2. Experiment 1

To begin with, we examined whether AV integration effects would be observed when the talking face uttering syllables (which would match or mismatch with the spoken target) was presented in central vision concurrently with other peripheral faces, one of which was also articulating.

2.1. Method

2.1.1. Participants

Eight undergraduate students at the University of Western Sydney took part in the experiment for course credit. They were native speakers of Australian English and all reported normal hearing and normal or corrected-to-normal vision.

2.1.2. Stimuli

The speech materials consisted of a sentence (“The green light in the brown box flickers”) articulated by one person (which would be the irrelevant visual speech stimuli in the experiment) and 10 phonemes (/b/, /d/, /l/, /g/, /k/, /l/, /m/, /n/, /p/, /z/) presented in a vCv syllabic context (e.g., /aba/, /ada/,...
The auditory and visual speech syllable stimuli were selected in order to construct two AV speech conditions: a set of full-face experimental stimuli and a set of upper-half control stimuli. The upper-half face stimuli were used as controls because they presented only limited articular speech information but still presented a visual stimulus similar to the AV experimental condition. Stimuli for these AV conditions were generated in the following fashion (video manipulation was done using VirtualDub [6]). First, the movies were rendered to black and white to allow for simpler control of intensity values (these were normalized for all the faces). Next, the auditory and visual streams of videos were separated. Each video stimulus consisted of a “target” talker’s moving face (including hairline) that (under experimental viewing conditions) subtended a visual angle of 5.2° (width) by 5.7° (height). In addition to these experimental stimuli, the videos were also cropped to generate a set of the upper-half face control videos (these showed the talker from above the tip of the nose only). The background colour of all videos was rendered to grey and 6 slightly smaller different static faces (without hairlines) were positioned around the central talker using tailored VirtualDub scripts (see Figure 1).

Figure 1: Examples of the visual stimuli used. The left panel shows a full-face stimulus that pronounced the target syllable; the right panel shows the upper-half face control. Note that the target talker’s face in the centre was moving whereas the other 6 surrounding faces were static. In both panels, the single face of the left-side is the irrelevant talking one.

The peak intensity of the auditory speech stimuli were normalized and combined with babble speech at a SNR of -8dB and the resultant auditory stimuli were recombined with the matching visual speech ones (both whole face and control) to form the congruent AV stimuli. In addition, visual /aga/ was combined with auditory /aba/ to create incongruent (McGurk) stimuli. The auditory and visual speech was aligned to maximize the /ada/ percept for the combined token and from this both full- and upper-face stimuli were constructed. (This means that there are two different types of the upper-face /aba/ stimuli: AV congruent and AV incongruent.) There were 92 stimuli in total (including the incongruent stimuli): these consisted of 80 congruent AV stimuli (10 syllables x 2 tokens x 2 talkers x 2 face conditions) and 16 incongruent AV stimuli (2 syllables x 2 tokens x 2 talkers x 2 face conditions). The approximate duration of each stimulus was 1700 ms.

The sentence stimuli were processed to be used as the task irrelevant talking faces (i.e., background visual speech noise). For this, the sound tracks were removed; the movies were rendered to black and white and the intensity values were slightly reduced compared to the face uttering the syllable stimuli. This was to make the visual noise analogous to auditory noise with respect to differences in target/noise SNR (see Figure 1).

2.1.3. Procedure

Participants were tested individually in a quiet room. They were seated with their heads positioned and stabilized by a chin and forehead rest.

Participants were informed that they would be presented a series of spoken disyllables (e.g., /aba/) in babble noise through two loudspeakers (positioned out of sight behind the monitor); that they were required to identify the central consonant in each of the disyllables. They were told that at all times during the stimulus presentation part of a trial they were required to look at the stimuli displayed centrally on the monitor (See Figure 2). After the stimulus presentation, a set of response options appeared (displayed as a column of labeled virtual buttons in central vision) and participants selected a response by clicking one of the buttons using the mouse. Response options consisted of /bd/, /f/, /l/, /g/, /k/, /d/, /m/, /n/, /p/, /z/. The experiment was self-paced so that participants were required to press a spacebar to begin each trial (this would start the auditory and visual speech presentation after a gap of approximately 400 ms). Seven practice trials were given.

Visual speech was presented from video clips on a 23” LCD monitor. The distance from the participant headrest (eyes) to the monitor was 60 cm (see Figure 2). The distance between the centre of the target talker’s face (visual fixation point) and the centre of the competing talker’s face was 11 cm. This resulted in visual angle of 10.4 degrees (see Figure 2).
participants had to maintain their gaze within a 3° radius of the fixation point.

In the experiment, the 92 stimuli were repeated three times (276 stimuli in total) and the presentation order within each repetition was randomized. An Eyelink 1000 (SR Research, Kanata, Ontario, Canada) was used for eye-tracking (monocularly, right eye, at a sampling rate of 1000 Hz and an average accuracy between 0.25° to 0.5°) and experiment builder for stimuli presentation and data collection. When there was a violation in eye-tracking (when the participant’s gaze ventured outside of a virtual circle that was 6° visual angle in diameter), the trial was immediately terminated (disappeared) and a large red “X” was presented on the left side of the monitor to alert the participant to what had happened. The terminated trial was added to the rest of the trials in which it was randomly ordered.

2.2. Results & Discussion

Participants correctly identified 66% of all syllables in the AV congruent full-face condition and 53% in the upper face control condition. Figure 3 shows percentage correct identification and (SE) for all the AV congruent syllables; only the AV congruent /aba/ syllables and the incongruent McGurk “aga” (visual) /aba/ (auditory syllables).

A series of two-tailed paired samples t-tests were conducted to determine if the AV effects for all the congruent syllables, the congruent /aba/ syllables and the incongruent syllables were significant. For all the AV congruent stimuli, there was a significant visual speech effect, with phonemes being identified more accurately in full-face condition compared to the upper-face control, \( t(7) = 7.17, p < 0.05 \). If only the /aba/ stimuli are considered, it was found that there was the AV congruent /aba/ stimuli were also better identified in the full-face than in the upper-face condition, \( t(7) = 6.00, p < 0.05 \). For the AV incongruent condition (McGurk) in which the visual speech was not congruent with the auditory speech (/aba/), it was found that the full face lead to the identification of fewer correct phonemes than the upper-face condition, \( t(7) = 4.54, p < 0.05 \).

In sum, the results showed a typical visual-on-auditory speech effects for both congruent and incongruent stimuli in spite of the presence of the task-irrelevant talking face in the periphery. Given that the target visual speech was in central vision it was presumably fully attended and so a robust visual speech effect was expected [5]. The interesting question is whether this will be the case when the irrelevant talking face is in central vision (and presumably attracting attention) while the talking face uttering the matching target syllables is in periphery. This was tested in the following experiment.

2.3. Experiment 2

In this experiment, the target talking face was presented in the visual periphery in order to determine whether the task-irrelevant talking face in central vision would interfere with the AV effects. Note that in our previous study [7] robust peripheral AV speech effects were found that were unaffected by participants being engaged in a secondary task (attending to the selective presentation of geometric shape that was of a particular colour). Given such a finding, it might be predicted that the presentation of an irrelevant talking face would also not reduce AV effects. On the other hand, the face is a stimulus that has been shown to be very effective in capturing attention [8] and as such an irrelevant talking face in central vision might be more effective in competing with the peripheral target talking face than the non-face stimuli used in [7]. If so, reduced AV effects should be observed.

2.4. Methods

2.4.1. Participants

Eight participants took part in the experiment for course credit at the University of Western Sydney. All were native speakers of Australian English, all reported normal hearing and normal or corrected-to-normal vision and none had participated in Experiment 1.

2.4.2. Materials

The same speech materials were used as in Experiment 1 except that here the face uttering the syllables was in the periphery and the competing talking face silently uttering a sentence was in central vision (see Figure 4).
Figure 4. The participant rested his/her chin on a chin rest and forehead against a fitted constraint. In this version the participant viewed the talker silently uttering the sentence in central vision. If the participant glanced away, the trial was invalid.

2.4.3. Procedure

The basic procedure was the same as in Experiment 1 and participants were told that their task was to identify speech phonemes presented in alpha syllables. They were told that at all times during the stimulus presentation they were required to look at the talking face that was displayed centrally on the monitor.

The visual speech that would correspond to the auditory target (on AV congruent trials) was presented in peripheral vision. There were 7 practice trials.

2.5. Results & Discussion

The summary of the performance in phoneme identification in noise is shown in Figure 5. The pattern of the data and the AV effect sizes were similar to the results of Experiment 1. Participants correctly identified 71% of all syllables in the AV congruent full face condition and 65% in the upper face control. For the AV congruent speech overall, there was a significant difference between the whole face and upper face (control) conditions, t(7) = 2.45, p < .05. Also, the identification of AV congruent /aba/ speech was better in the full face condition compared to the upper-half one, t(7) = 3.48, p < .05. The AV incongruent speech in the full condition was misidentified significantly more than in the upper-face condition, t(7) = 3.82, p < .05.

The difference in the sensitivity of congruent and incongruent AV speech effects to where the target and the distracting talkers were displayed is intriguing. That there were fewer McGurk responses with peripheral visual speech (and central distracting visual speech) appears to indicate that the perceptual system “recognizes” that the A and V signals are mismatched and under noisy visual speech conditions is less inclined to integrate these signals into a unitary percept. The finding that the congruent AV effect was not affected by the disposition of the target and distracting talkers suggests that when there is visual speech noise AV integration is modulated by an assessment of whether the A and V signals match.

One thing to note is that in the current experiment the position of the target talker and the distracting talker always changed together. This meant that the effects of presenting the target talker in the visual periphery cannot be assessed independently of the position of the distracting talker. In a recent study [7] we measured AV effects in central and peripheral vision without a distracting talker. What was found was that the size of both congruent and incongruent AV effects did not change as a function of the position in which visual speech was displayed. This finding bears on those found in Experiment 2 as it indicates that the McGurk effect itself is not affected by peripheral presentation per se and thus reinforces that idea that the key factor in the reduced McGurk in Experiment 2 was whether other interfering visual speech was present. To properly determine whether congruent and incongruent AV effects differ due the presence or absence of a competing talker requires a within-experiment contrast. This is currently a part of our on-going experimental program.
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