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Abstract

This paper shows the voice activity detection (VAD) based on combination of weighted sub-band features using auto-correlation function. According to the fact that the noise corruption on each sub-band is different from each other, so the estimated signal to noise ratio (SNR) is employed to weight utility rate of each frequency sub-band. Furthermore, a strategy of sub-band features combination is used to integrate all of weighted sub-band auto-correlation function feature parameter and to develop the combined feature parameter. Experimental results demonstrate that the proposed VAD achieves better performance than existing standard VADs at any noise level.
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1. Introduction

Determination of the instances of presence of speech periods in a given signal is an important problem in many fields of speech processing, usually known as Voice Activity Detection (VAD). Voice Activity Detection, in fact, is becoming increasingly important and relevant in modern telecommunication and speech enhancement systems such as speech coding, speech recognition, hands-free telephony, audio conferencing and echo cancellation [1]-[3].

Traditionally, VAD algorithms use short-term energy, zero-crossing rate and LPC coefficients [4] as feature parameters. Cepstral features [5], formant shape [6], and least-square periodicity measure [7] are also some of the more recent metrics used in VAD designs. In addition, a time-frequency parameter is introduced in [8] and spectral divergence [11] are inspired to develop novel features. For spectral divergence, it uses a long-term speech window instead of instantaneous values of the spectrum to track the spectral envelope. The estimation of the so-called long-term spectral envelope (LTSE) is used to classify the difference between speech and non-speech segments. Recently, some sub-band approaches based on wavelet have been proposed in [12-15]. In [14], Chen et al. employed the wavelet-packet transform to decompose the input speech signal into critical sub-band signals.

This paper shows a novel voice activity detection (VAD) algorithm using weighted auto-correlation function in sub-band feature combination. The sub-band feature is developed by the auto-correlation function (ACF) defined in the wavelet packet domain. Three-level wavelet decomposition is further divided into four non-uniform sub-bands. Besides, the voiced or vowel speech sounds have a stronger periodic property than unvoiced sounds and noise signals, and this property is concentrated in low frequency sub-bands. The low frequency sub-bands have high resolution in order to enhance the periodic property by decomposing only the low sub-band in each level. In fact, the noise corruption on each sub-band is different from each other. To develop a VAD scheme that is robust against various kinds of noise, a combination of sub-band feature is include. So, each sub-band weighting coefficient is adjusted by the signal to noise ratio (SNR) through a sigmoid function. Finally, the combined feature parameter is developed through sub-band features combination where the sub-band weighting coefficient adjusting sub-band ACF.

2. The proposed VAD algorithm

The architecture of the proposed VAD method is shown in Figure 1. The input noisy speech is first decomposed into four sub-bands through three-level wavelet decomposition. Observing Figure 1, the posterior sub-band SNR, $SNR_{m,p}(\xi,m)$, is derived from sub-band noise estimate. The sub-band signal ACF (called as SSACF) is determined from ACF defined in the sub-band domain. Through Mean-Delta processing, the Mean-Delta SSACF (called as MDSSACF) is achieved on each sub-band. In addition, these parameters were also proposed in [24]. The weighting coefficient, $w^i(m)$, is adapted by sigmoid function against $SNR_{m,p}(\xi,m)$. The output is summation of the values of four weighted MDSSACF feature parameters. After a dynamic thresholding, the VAD output will show whether speech or noise-dominated frame.

2.1. Sub-band feature parameter

The well-known "Auto-Correlation Function", $R(k)$, is used to measure the self-periodic intensity of sub-band signal sequences [17] and is shown below:

$$R(k) = \sum_{n=0}^{p-1} s(n)s(n+k), \quad k = 0,1,\ldots,p$$

(1)

where $s(n)$ is a discrete-time signal. $p$ is the length of ACF and $k$ denotes the shift of the sample.

In this subsection, the ACF will be defined in the sub-band domain and be called the "Sub-band Signal Auto-Correlation Function (SSACF)." Figure 2 shows that sub-band decomposition by employing the structure of three-level wavelet decomposition (WD). By using 3-level WD, we can divide the speech signal into four non-uniform sub-bands. To determine the value of the periodic intensity of sub-band
signals, a method of Mean-Delta [18] is applied here to SSACF on each sub-band. First, a measure similar to delta cepstrum evaluation is used to estimate the periodic intensity of the SSACF, namely, the "Delta Sub-band Signal Auto-Correlation Function (DSSACF)," as shown below:

\[
\hat{R}_M(k) = \frac{\sum_{m=-M}^{M} mR(k+m)}{\sum_{m=-M}^{M} m^2},
\]  

(2)

where \( \hat{R}_M \) is the DSSACF over an \( M \)-sample neighborhood.

For a particular frame, it is computed by using only the frame’s SSACF (intra-frame processing), while the delta cepstrum is computed by using cepstrum coefficients from neighboring frames (inter-frame processing). It is observed that the DSSACF value is almost similar to the local variation over the SSACF.

Second, the delta of the SSACF is averaged over an \( M \)-sample neighborhood \( \bar{R}_M \), where the mean of the absolute values of the DSSACF (MDSSACF) is given by

\[
\bar{R}_M = \frac{1}{N_b} \sum_{k=0}^{N_b-1} |\hat{R}_M(k)|,
\]

(3)

where \( N_b \) indicates the length of the sub-band signal.

2.2. Sub-band weighting coefficient

In order to determine the utility rate of each sub-band, the estimated SNR estimation is required. A posterior SNR, \( SNR_{pot}(\xi, m) \), is formulated as:

\[
SNR_{pot}(\xi, m) = 10 \cdot \log_{10} \frac{WE(\xi, m)}{\sigma^2(\xi, m)},
\]

(4)

where \( WE(\xi, m) \) means the wavelet energy of the observed noisy speech signal. \( \sigma^2(\xi, m) \) is the estimated noise power for current frame.

Observing the Eq.(4), we know that the sub-band noise power spectrum has to be ex-estimated while determining the value of a posterior SNR. In order to estimate the noise-level quickly and accurately, various methods [19] were proposed for tracking the minimum of the noisy speech power spectrum energy over a fixed search window length. To speed up the determination of local minimum of noisy speech spectrum over a search window size, Doblinger’s efficient method [20] is used here, which is not constrained by any window length to update noise spectrum estimate.

If \( WE_{n}(\xi, m-1) < WE(\xi, m) \),

then \( WE_{n}(\xi, m) = \gamma \cdot WE_{n}(\xi, m-1) + (1 - \gamma) \cdot WE(\xi, m) \),

\[
WE_{n}(\xi, m) = WE(\xi, m),
\]

(5)

else \( WE_{n}(\xi, m) = WE(\xi, m) \),

where \( WE_{n}(\xi, m) = \sigma^2(\xi, m) \) denotes the local minimum of wavelet energy of the noisy speech. \( \beta \) and \( \gamma \) are constants determined experimentally.

Consequently, the \( SNR_{pot}(\xi, m) \) parameter will help us sense how much the current sub-band is corrupted by noise. After the value of a posterior SNR obtained, the sub-band weight coefficient, \( w^2(m) \), is calculated by applying a sigmoid function to sub-band SNR as

\[
w^2(m) = \frac{1}{1 + \exp(-0.5 \cdot (SNR_{pot}(\xi, m) - \eta^2(m)))}. \]

(6)

Therefore, we will use this information to weight each sub-band. Figure 2 shows the plots of the weighting coefficients from Eq.(6) depending on \( \eta \).

In the Fig. 2, \( \eta \) is a center-offset of the sigmoid function. Under the fixed value of a posterior SNR, the weighting coefficient decrease toward to zero when \( \eta \) is increasing. In addition, the values of the all parameter \( \eta \) are determined by experimental test. According the fact that the speech components almost focus in low-frequency sub-band, let the sigmoid function with largest \( \eta \) (such as \( \eta = 20 \)) locate to highest frequency sub-band (such as D1 sub-band). On the contrary, let the sigmoid function with smallest (such as \( \eta = 5 \)) locate to lowest frequency sub-band (such as A3 sub-band).

2.3. Dynamic thresholding used in VAD decision

In order to determine the boundary of voice-activity accurately, a scheme of dynamic thresholding is used in the VAD decision. An adaptive threshold value is derived from the statistics of the combined MDSSACF parameter during a noise-only frame, and the VAD decision process recursively updates the threshold by using the mean and variance of the values of the parameter.

Assuming the first five frames as noise-only frame, we compute the initial noise mean and variance within those frames. Then, the threshold for the speech and noise are given as follows [21]:

\[
Th_s = \mu_s + \alpha_s \cdot \sigma_n,
\]

(7)

\[
Th_n = \mu_n + \alpha_n \cdot \sigma_n,
\]

(8)

where \( Th_s \) and \( Th_n \) indicate the speech threshold and noise threshold, respectively. \( \mu_s \) and \( \sigma_n \) represent the mean and variance of the values of the combined MDSSACF parameters, \( Comb(m) \), respectively. Similarly, \( \alpha_s \) and \( \alpha_n \) are thresholding coefficients for speech threshold and noise threshold, respectively.

The VAD decision rule is defined as follows:

if \( (Comb(m) > Th_s) \) VAD(m)=1

else if \( (Comb(m) < Th_n) \) VAD(m)=0; \( \text{(9)} \)

else VAD(m)=VAD(m-1).

If the detection result shows a noise period, the mean and variance of the values of the combined feature parameters are updated by as follows:

\[
\mu_n(m) = \epsilon \cdot \mu_n(m-1) + (1 - \epsilon) \cdot Comb(m),
\]

(10)

\[
\sigma_n^2(m) = \sqrt{\text{Comb}^2_{buffer}(m) - \mu_n^2(m)},
\]

(11)

\[
\text{Comb}^2_{buffer}(m) = \epsilon \cdot \text{Comb}^2_{buffer}(m-1) + (1 - \epsilon) \cdot Comb^2(m).
\]

(12)

Here, \( \text{Comb}^2_{buffer}(m-1) \) is the mean of the buffer of the value of combined feature parameter during a noise-only frame. We then update the thresholds by using the updated mean and variance of the values of the parameters.

3. Simulation results

In order to evaluate the performance of the proposed VAD, the recordings of each sentence were spoken by 40 native speakers.
The paper shows a novel VAD scheme using weighted sub-band ACF with sub-band feature combination. The proposed VAD is developed on a strategy of sub-band feature combination that incorporates sub-band weighting method depended on sub-band SNR estimation the fact that the degree of the noise corruption on each sub-band is different from each other. Our experimental results show that the MDSSACF depends only on the amount of variation of the normalized ACF, not on the energy level of the signal. In addition, the combined feature parameter derived from the combination of sub-band weighted MDSSACF is superior to other standards VADs. We prove that the proposed combined parameter can be successfully used in the real noisy environments.

So, the hit rates as a function of the false alarm rates are shown as:

\[
\text{FAR}_0 = 100 - \text{HRI}; \\
\text{FAR}_1 = 100 - \text{HR}_0.
\]

In Table 1, the proposed VAD obtains the best behavior in detecting speech with 93.18% average value for SNR levels from 30 to -5 dB under various types of noise (The parameters used for the proposed VAD were: \( \alpha_s = 40 \), \( \alpha_n = 10 \), \( \beta = 0.7 \), \( \gamma = 0.5 \), \( \epsilon = 0.6 \) and \( L_{FM} = 256 \)), while the G.729, AMR-2, LTSE and wavelet sub-band based VADs yield 85.81%, 85.72%, 88.22% and 91.82% respectively. On the other hand, the proposed VAD provides the best the non-speech hit rate with 78.98% average value over other VADs. Table 2 indicates the proposed VAD has lowest false alarm rates for SNR levels from 30 to -5 dB. It can be noted from Table 1 to Table 2 that the average speech/non-speech hit rates and false alarm rate are superior to other VADs.

4. Conclusions

The paper shows a novel VAD scheme using weighted sub-band ACF and sub-band feature combination. The proposed VAD is developed on a strategy of sub-band feature combination that incorporates sub-band weighting method depended on sub-band SNR estimation the fact that the degree of the noise corruption on each sub-band is different from each other. Our experimental results show that the MDSSACF depends only on the amount of variation of the normalized ACF, not on the energy level of the signal. In addition, the combined feature parameter derived from the combination of sub-band weighted MDSSACF is superior to other standards VADs. We prove that the proposed combined parameter can be successfully used in the real noisy environments.
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Table 1. Average speech/non-speech hit rates under SNR levels ranging from 30 to -5 dB

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>10%</td>
<td>15%</td>
<td>20%</td>
<td>25%</td>
<td>30%</td>
</tr>
<tr>
<td>White</td>
<td></td>
<td>91.3</td>
<td>96.3</td>
<td>97.5</td>
<td>97.0</td>
<td>95.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>89.4</td>
<td>84.6</td>
<td>80.3</td>
<td>76.1</td>
<td>72.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>92.4</td>
<td>97.3</td>
<td>98.0</td>
<td>98.2</td>
<td>98.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>93.2</td>
<td>97.4</td>
<td>98.2</td>
<td>98.3</td>
<td>98.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>93.1</td>
<td>98.3</td>
<td>98.6</td>
<td>98.7</td>
<td>98.9</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>95.1</td>
<td>96.3</td>
<td>97.2</td>
<td>97.1</td>
<td>97.0</td>
</tr>
</tbody>
</table>

Table 2. Average speech/non-speech false alarm rates for SNR levels from 30 to -5 dB

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>FAR (%)</td>
<td>14.19</td>
<td>14.28</td>
<td>13.78</td>
<td>6.82</td>
</tr>
<tr>
<td>FAF (%)</td>
<td>43.26</td>
<td>37.99</td>
<td>27.01</td>
<td>36.52</td>
</tr>
<tr>
<td></td>
<td>21.02</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1. The architecture of proposed VAD method

Fig. 2. The plots of weights coefficients against a posterior sub-band SNR under variable $\eta$