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Abstract

The Interspeech ComParE 2015 PC Sub-Challenge consists of automatically determining the degree of Parkinson’s condition using exclusively the patient’s voice. In this paper, we face this problem as a regression task and in order to succeed, we propose the use of an ensemble learning method, Random Forest (RF), in combination with features of different nature: acoustic characteristics, features derived from the output of an Automatic Speech Recognition system (ASR) and non-intrusive intelligibility measures. The system outperforms the baseline results achieving a relative improvement higher than 19% in the development set.

Index Terms: random forest, regression, Parkinson’s disease, ASR features, intelligibility

1. Introduction

Parkinson’s Disease (PD) is a chronic progressive neurodegenerative disorder that affects an estimated seven to ten million people worldwide, increasing its incidence with age. Persons with PD may experiment with different levels of severity the following motor symptoms: resting tremor, bradykinesia or slow movement, rigidity and postural instability. Other non-motor symptoms, as disorders of mood, behaviour and cognition and alteration of speech, are also common.

As PD is a progressive disease, it is very important to track its symptom progression, which is currently monitored by the Unified Parkinson’s Disease Rating Scale (UPDRS). UPDRS comprises three components, namely, mentation, behaviour and mood; activities of daily living; and motor. The monitoring of PD progression is performed by expert medical staff, is costly and requires the physical presence of the patient in the clinic, which is sometimes troublesome. In the last years, several attempts have been carried out for finding solutions to these problems. Among them, the use of speech tests has attracted the attention of numerous researchers, as it is an non-invasive and fast method which could allow to perform remote monitoring of patients and feedback in their voice treatment.

For these reasons, the task of determining the degree of Parkinsons condition using only the information contained in patients’ voice is nowadays a relevant challenge. In this context, the Parkinson’s Condition (PC) Sub-Challenge, of the Computational Paralinguistics Challenge (ComParE), Interspeech 2015 [1], addresses this issue.

According to recent studies, approximately 70%-90% of patients with PD show some form of vocal impairment [2]. Besides, it seems that there is a strong relationship between PD progression and speech degradation [3]. It is worth mentioning that speech is explicitly assessed in the last two components of UPDRS in order to subjectively measure its intelligibility and its expressivity.

Speech problems due to PD are produced by incoordination or reduced movements of the muscles involved in breathing and voice production mechanisms. As a consequence, PD patients may suffer phonatory and articulatory impairments (hypophony or tremulousness), as well as unnatural prosody due to alterations in rhythm, intonation and speaking rate. In fact, persons with PD usually tend to speak softly and slowly (although in other cases, speech may become faster) and experiment difficulties beginning sentences yielding, in some occasions, hesitation and/or repetitions of words or sounds. All these effects turn into a decrease in intelligibility.

First studies dealing with the problem of automatically tracking the PD progression through speech, used only sustained vowel recordings from which a set of dysphonia measurements were extracted [4], [5]. These features (jitter, shimmer, harmonics-to-noise ratio, etc.) are mainly related to phonation and articulation. However, as pointed in [6], the analysis of prosody and intelligibility requires the inclusion of running speech. In this context, in the work by [7], in which pitch-related cues were also considered, it is shown that a reading task is better for automatically assessing the severity of PD than sustained phonation tasks.

Our approach to the PC subchallenge goes into two main directions. In the first one, we propose the use of features which represent speech aspects different to those covered by the baseline acoustic characteristics, as for example, rhythm and tempo and some measures of the voice intelligibility. Related to this last point, we describe also several features extracted from the output of an automatic speech recognition applied over the PD speech. The second line refers to the study of different learning algorithms for regression, like Ranking SVM and Random Forests, which has been used for ranking tasks (like information retrieval). We hypothesize that they may provide good performance for UPDRS prediction as Spearman correlation is the official evaluation measure of the subchallenge.

The remainder of this paper is organized as follows: Sections 2 and 3 describe, respectively, the different feature sets and regression techniques considered for the PC task. Our results are presented in Section 4, followed by some conclusions of the research in Section 5.

2. Feature Extraction

In this section, we describe the different features we have considered for the PC task. These characteristics are related to the four dimensions in which speech is affected and distorted by the Parkinson’s Disease: phonation, articulation, prosody and...
intelligibility.

2.1. Preprocessing and Feature Normalization

Silence regions of the audio signals do not contain phonetic and/or articulatory information of speech and, however, they can distort the statistics and other measures computed over audio segments (or the whole utterance) of low-level descriptors. For this reason, as a preprocessing stage, frames with energy below 5% of the median of the energy of the whole utterance were removed. Elimination of low energy frames was only performed prior to the extraction of the baseline acoustic features (see below) and not for MIR-based, intelligibility and ASR-based characteristics.

Once training, development and test features are extracted, they are normalized by subtracting the mean and dividing by the standard deviation computed over the training data.

2.2. Baseline Acoustic Features

Two baseline acoustic features are considered. The first set corresponds to the one proposed in the PC Subchallenge [1]. They have been extracted using the feature extraction toolbox opensmile version 2.1 [8] and consist of a set of 6373 utterance-level acoustic features computed over low-level descriptors such as energy, Mel-Frequency Cepstrum Coefficients (MFCC), pitch and voice quality features as jitter, shimmer and harmonic-to-noise ratio (HNR), etc. The second set is a slight modification of the first one with the difference that 18 MFCC (instead of 14) are computed. Note that these features cover phonetic, articulatory and prosodic characteristics of the impaired speech.

2.3. MIR Features

As speech of persons with PD suffers from rhythmic inadequacies and other sound distortions problems, we decided to extract some features related to these characteristics by considering the speech prosody as a kind of musical sound with a typical cadence. Before some preliminary experimentation with different features coming from the field of Music Information Retrieval (MIR), we finally chose the following ones:

- **Beatspectrum.** It is a measure of acoustic self-similarity as a function of time lag, which is useful for the characterization of the rhythm and tempo of musical recordings. It has been computed using the method proposed in [9].
- **Roughness.** Also called sensory dissonance, it measures the beating phenomenon when pair of sinusoids are closed in frequency. It is estimated by computing the peaks of the spectrum and taking the average of all the dissonance between all possible pairs of peaks [10].
- **Spectral Irregularity.** It represents the variability between adjacent peaks of the spectrum and it has been calculated using the formulation described in [11].

All these features have been extracted using the MIRtoolbox ver. 1.6.1 [12].

2.4. ASR Features

The use of an Automatic Speech Recognizer could improve the performance of a Parkinson progression predictor, assuming that speech progressively affected by the disease should decrease the performance of the ASR system. Given the database comprises Latin American speakers, we have tried two approaches:

- Standard context-independent HTK-based Spanish phoneme and syllable recognizers, trained on a Castilian Spanish database (Albayzin, available at ELRA [13]).
- the Google Speech Recognition API (by means of the free SpeechRecognition 1.1.4 python package), available not only for Castilian Spanish but also for Colombian Spanish. The output of the recognizer is a list of word recognised sequences and a confidence measure.

From the phoneme string of the first recogniser, we can compute new features to be used for Parkinson prediction:

- number of phonemes recognised
- average likelihood per phoneme
- average speech rate (phonemes)
- maximum phoneme likelihood
- minimum phoneme likelihood
- number of syllables recognised
- average likelihood per syllable
- average speech rate (syllables)
- maximum syllable likelihood
- minimum syllable likelihood

From Google ASR output, we can compute new features too:

- was the recognition successful?
- number of phonemes recognised
- highest confidence measure
- average number of recognised vowels
- average speech rate

2.5. Intelligibility Features

As mentioned before, in most of the cases, the speech intelligibility of persons with PD degrades according to the level of severity of the disease. For this reason, we decide to study the possibility of including some measures related to intelligibility in the feature set. Objective methods for automatically predicting speech intelligibility can be classified into two groups: intrusive and non-intrusive. Whereas in the first class, a “clean” reference signal is needed in order to calculate its distance to the signal to be assessed, in the second case, no reference signal is required. Most of the conventional objective measurement methods belong to the first group. However, in our case, as clean reference signals are not available, it forced us to adopt non-intrusive techniques. In particular, we have considered two different methods, as described in next subsections.

2.5.1. SRMR Features

The measure named Speech to Reverberation Modulation energy Ratio (SRMR) was originally proposed for intelligibility estimation of (de)reverberant speech [14]. SRMR is based on the observation that, for clean speech, the modulation energy is mainly located at modulation frequencies below 20 Hz with maximum values around 4 Hz (rate of syllables), while higher modulation frequencies are mainly due to reverberation. Following this idea, SRMR is basically defined as the ratio between
the average modulation energy below 20 Hz and above this frequency.

We hypothesize that, although the voice of PD patients is not affected by reverberation (if recorded in clean conditions), the artifacts due to the voice impairments could produce some energy regions in high modulation frequencies. Following this idea, we decided to use the values of SRMR computed over the whole utterance as an additional feature.

2.5.2. P563 Features

The second set of features related to intelligibility were based on the ITU-T standard P.563 [15]. This standard computes a non-intrusive measure of quality as a linear combination of several signal parameters which have been designed for detecting the following main distortions: unnaturalness of speech, strong additional noise and interruptions, mutes and time clipping. Among the 51 signal characteristics extracted by the standard, we have used only those related to the vocal tract analysis carried out for measuring the degree of unnaturalness, which were not already included in the baseline acoustic set. In particular, these features are:

- **VTPMaxTubeSection**: For computing this parameter, the human vocal tract is modelled as a set of tubes of different lengths and time varying cross-sectional areas. In particular, **VTPMaxTubeSection** is the maximum section size of the first tube which is the whole input signal.

- **FinalVtAverage**: As in the previous case, after the human vocal tract modelling, **FinalVtAverage** represents the averaged section of the last tube.

- **BasicVoiceQuality**: This value represents an estimate of the audible disturbance. More details about its computation can be found in [15].

3. Regression Techniques

3.1. SVR and Ranking SVM

Support Vector Machines (SVM) have been proved to be very good for supervised classification [16]. In addition, SVM can be extended to solve regression tasks [17]. In this case, the method is called Support Vector Regression (SVR).

As the evaluation measure of the UPDRS prediction task is the Spearman correlation, actually, we are not very interesting in estimating the exact values of UPDRS but their relative ranking position with respect to the reference UPDRS labels. For this reason, it was considered the use of a modification of the traditional SVM/SVR for ranking purposes, called Ranking SVM. The idea behind Ranking SVM is that, instead of using SVM for regression, the ranking optimization problem becomes equivalent to that of classifying SVM on pairwise difference vectors.

A good implementation of this strategy is SVM-rank toolkit [18], [19].

3.2. Random Forests

A Random Forest (RF) is an ensemble of regression trees trained for randomly-sampled sets of data, sharing a common distribution [20]. The algorithm first creates a “bag” of samples by random sampling from the training set; then creates a tree-based ranker for each “bag” of data; and finally ensembles the full forest of trees.

In this paper we have used an open-source implementation of Random Forest, RankLib 2.1, included in the Lemur project [21], [22]. RankLib package also contains other ranking-oriented algorithms such as: RankNet, RankBoost, AdaRank, Coordinate Ascent, LambdaMART, ListNet.

However, in the experiments of this paper, the best results have been obtained by means of Random Forests using Multiple Additive Regression Trees (MART).

In ranking-based problems such as this challenge’s, instead of using information gain measures and maximum-likelihood estimates, listwise metrics from Information Retrieval techniques should be used:

- Normalized Discounted Cumulative Gain cut at the top 10 elements (NDCG@10) [23]
- Expected Reciprocal Rank at the top 10 elements (ERR@10) [24]

However, the RankLib implementation we used only allows using MAR Trees, also known as Gradient boosted regression trees [25] as the basic bag ranker. MART only allows Root Mean Square Error pair-wise loss as the optimization criteria. The parameters of the training process that can be controlled are:

- the number of bags
- the sub-sampling rate
- the feature sampling rate
- the number of trees in each bag
- the number of leaves for each tree
- the shrinkage or learning rate
- the number of threshold feature candidates for tree splitting.
- the minimum number of samples each leaf has to contain

The file format of the training, validation and test files is the same as for SVM-Rank (compatible with the libsvm format).

4. Experiments

The experiments have been performed using the database described in [6] and provided for the PC Sub-Challenge [1]. It consists of 50 speakers for training and development and 11 additional subjects for test. The language is Spanish. It is worth mentioning that there is a mismatch between the acoustic environment in which the training/development files and the test files were recorded making the task even more difficult.

Results are given in terms of the Spearman Correlation (measure of the competition) between the UPDRS values for each patient determined by a neurologist expert and the predicted UPDRS values by the different learning algorithms. Table 1 shows the results achieved by different feature sets and the SVR learning algorithm.

Set of features of the sequence of experiments in Table 1:

- **Feat1**: Acoustic baseline features (ComparE)
- **Feat2**: ComparE with 18 MFCC and suppression of low-energy frames
- **Feat3**: Feat2 + Feature Selection performed by Elastic Net
- **Feat4**: SRMR + MIR + P563 features
- **Feat5**: Feat3 + Feat4

3.1. SVR and Ranking SVM

Support Vector Machines (SVM) have been proved to be very good for supervised classification [16]. In addition, SVM can be extended to solve regression tasks [17]. In this case, the method is called Support Vector Regression (SVR).

As the evaluation measure of the UPDRS prediction task is the Spearman correlation, actually, we are not very interesting in estimating the exact values of UPDRS but their relative ranking position with respect to the reference UPDRS labels. For this reason, it was considered the use of a modification of the traditional SVM/SVR for ranking purposes, called Ranking SVM. The idea behind Ranking SVM is that, instead of using SVM for regression, the ranking optimization problem becomes equivalent to that of classifying SVM on pairwise difference vectors.

A good implementation of this strategy is SVM-rank toolkit [18], [19].
4.1. Baseline results

The speaker-independent baseline result (Feat1) on the development set is 0.492 (Spearman correlation) with standardized input features. This result was obtained by using all the features provided by the challenge and the Weka’s SVR implementation with SMO optimization with the default configuration (C=0.001 and L=1.0).

By optimizing C and L, only a slight improvement is obtained on the development set (0.498, C=0.001, L=0.8).

4.2. Basic feature selection

Some standard feature preprocessing and selection procedures have not been successful. Neither Weka’s feature selection nor PCA nor MRMR (Minimum-Redundancy Maximum-Relevancy) have been able to improve the baseline results when using Weka’s SVR.

4.3. ASR and acoustic pre-processing

The combination of the full set of original features and the features from the ASR (phoneme and syllable recognisers) into a bigger set has not been successful.

However, by removing the silence segments in the original audio files and re-computing the features file with the openSMILE package (including 18 MFCC instead of just 14), the baseline is significantly beaten: 0.513. By optimizing the C and L parameters, one can get up to 0.535 (Feat2).

4.4. Elastic Net feature selection and ASR

By applying Elastic Net, a Lasso extension, with gamma = 0.025 and l1 ratio = 0.7, after removing silences, the set of 6773 features can be reduced to just 427 non-zero features. This reduced set of features SVR (C = 0.3, epsilon = 1 and gamma = 0.01), can achieve 0.557 on the development set (Feat3).

Although ASR features were not good enough when combined with the original set of features, we can try to improve the output of this last 0.557 experiment by means of a post-regressor (we have tried several kind of regressors, but the best result was obtained with a linear Weka’s implementation). The combination of this output and features from ASR, gets 0.562.

4.5. Intelligibility and MIR features

With the set of 8 features composed of SRMR, MIR and P563 parameters, the SVR (C = 0.3, epsilon = 1 and gamma = 0.01) obtains a result of 0.3628 on the development set (Feat4). It is a low value in comparison with the previous configurations, but it is worth mentioning that this parameterization scheme uses a very low number of coefficients.

When this feature set is combined with the baseline acoustic features selected by Elastic Net after removing frames of low energy (Feat5), the Spearman correlation provided by SVR (C = 0.3, epsilon = 1 and gamma = 0.01) increases up to 0.5629.

4.6. Ranking SVM and Random Forests

Ranking SVM does not achieve improvements over SVR. The use of a standard Random Forest software resulted in achieving 0.57 on the development set (after removing silence and applying Elastic Net), proving the ability of the Random Forest for improving the ranking results with a combination of bagging and regression trees. This result can only be slightly improved by optimising the Rand Forest configuration parameters: 0.587 (using 300 bags, the number of threshold candidates for tree splitting equal to 256, stop after 100 rounds without improvement, minimum number of samples per leaf equal to =1, unitary sub-sampling rate, feature sampling rate equal to 0.2 100 leaves per tree, 1 tree per bag and learning rate equal to 0.1).

Intelligibility can also be used in an ensemble of classifiers. Using the predicted values of this last and best classifier, we trained a second classifier (Weka’s linear regression) to improve the Spearman correlation by means of the intelligibility features, achieving the best result (0.609), although for getting this result we have used 2-fold cross-validation on the development set.

5. Conclusions

In this paper we have tested many techniques for predicting the degree of Parkinsons condition using exclusively the patients voice, on the development set. In spite of the quality of the baseline provided by the Challenge organisers (0.492), we have been able to obtain several significant improvements on the evaluation metric of the challenge: the Spearman correlation.

First we have unsupervisedly removed low-energy frames, which cannot contribute to improve the prediction (0.535). Then, given the number of features in the baseline experiment is quite huge, we have applied Elastic Net for selecting the best subset of features, achieving a second improvement (0.557).

As the challenge is evaluated through the Spearman correlation, the use of classifiers specialized in ranking was a clear choice. Random Forests have obtained significant improvements (0.587).

Finally, an ensemble of classifiers obtained the best results, combining the output of the best Random Forest, with intelligibility features (0.609).

In order to deal with the mismatch between the training/development set and the test set, we have applied denoising techniques [26]. The best result obtained on the test set was 0.312.
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