Segment-dependent dynamics in predicting Parkinson’s disease
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Abstract

Early, accurate detection of Parkinson’s disease may aid in possible intervention and rehabilitation. Thus, simple noninvasive biomarkers are desired for determining severity. In this study, a novel set of acoustic speech biomarkers are introduced and fused with conventional features for predicting clinical assessment of Parkinson’s disease. We introduce acoustic biomarkers reflecting the segment dependence of changes in speech production components, motivated by disturbances in underlying neural motor, articulatory, and prosodic brain centers of speech. Such changes occur at phonetic and larger time scales, including multi-scale perturbations in formant frequency and pitch trajectories, in phoneme durations and their frequency of occurrence, and in temporal waveform structure. We also introduce articulatory features based on a neural computational model of speech production, the Directions into Velocities of Articulators (DIVA) model. The database used is from the Interspeech 2015 Computational Paralinguistic Challenge. By fusing conventional and novel speech features, we obtain Spearman correlations between predicted scores and clinical assessments of \( r = 0.63 \) on the training set (four-fold cross validation), \( r = 0.70 \) on a held-out development set, and \( r = 0.97 \) on a held-out test set.

Index Terms: Parkinson’s disease, speech biomarkers, phoneme and pause duration, articulatory coordination, neural computational models of motor control

1. Introduction

Parkinson’s disease is a neurological disorder with associated progressive decline in motor precision and sensorimotor integration stemming presumably from the basal ganglia. In this disorder, there is a steady loss of cells in the midbrain, leading to speech impairment in nearly 90% of subjects [1]. Speech and voice characteristics of Parkinson’s disease include imprecision and incoordinated articulation, monotonous and reduced pitch and loudness, variable speech rate and rushes of breath and pause segments, breathy and harsh voice quality, and changes in intonation and rhythm [2][3][4][5][6].

Early and accurate detection of Parkinson’s disease can aid in possible intervention and rehabilitation. Thus, simple noninvasive biomarkers are desired for determining severity of the condition. In this paper, a novel set of speech biomarkers is introduced for predicting the clinical assessment of Parkinson’s disease severity. Specifically, we introduce speech biomarkers representing essential speech production mechanisms of phonation, articulation, and prosody, motivated by changes that are known to occur at different time scales and differentially across speech segments in the underlying neural motor and prosodic brain centers of speech production.

With this motivation, our new features are designed based on two basic tenets: (1) there is a phoneme dependence of the dynamic speech characteristics that is altered in Parkinson’s disease, and (2) vocal tract dynamics and stability are altered in Parkinson’s disease. We exploit the phoneme dependence of durations and pitch and formant slopes, consistent with findings that certain speech segments are more prone to variation than others in Parkinson’s disease [7][8][9]. We also exploit the decline in the precision of articulatory trajectories over different time scales and tasks [10][11].

Our paper is organized as follows. In Section 2, we describe the data collection and preprocessing approaches. In Section 3, we describe our signal models and corresponding signal processing methods for speech feature extraction. Section 4 reports predictor types and prediction results. Section 5 gives conclusions and projections toward future work.

2. Parkinson’s database

2.1. Audio recordings

The Parkinson’s disease database used in the Interspeech 2015 Computational Paralinguistic Challenge is described in [1]. Assessments of Parkinson’s severity are based on the Unified Parkinson’s Disease Rating Scale (UPDRS) [12]. The data set is divided into 42 tasks per speaker, yielding 1470 recordings in the training set (35 speakers) and 630 recordings in the development set (15 speakers), both with UPDRS scores provided. It also contains 462 recordings (11 speakers) in the test set, without UPDRS scores provided. The duration of recordings ranges from 0.24 seconds to 154 seconds.

2.2. Audio enhancement

To address noise in the test data, we use an adaptive Wiener-filter approach that preserves the dynamic components of a speech signal while reducing noise [13][14]. The approach uses a measure of spectral change that allows robust
and rapid adaptation of the Wiener filter to speech and background events. The approach reduces speech distortion by using time-varying smoothing parameters, with constants selected to produce less temporal smoothing in rapidly-changing regions and greater smoothing in more stationary regions.

2.3. Test set annotation

Identification (ID) labels for 11 test subjects were manually assigned to the monologue, the read-text, and the ten sentence recordings by listening. A 128-component Universal Background Model/Gaussian Mixture Model (UBM/GMM) classifier was used [15], with a feature vector consisting of 16 Mel-frequency cepstral coefficients (MFCCs) and 16 delta-MFCCs, to classify the remaining 330 recordings on the test set. The UBM was trained from all 2,562 recordings in the data set, and subject ID assignments on the test recordings were obtained using 11 subject GMMs, adapted using manually labeled tasks on the test set. Finally, manual correction of 28 of the test subject assignments was done. The final subject ID assignments were not perfect, with no number of assigned recordings per subject ranging from 40 to 44.

3. Feature extraction

3.1. Overview of feature sets

Feature development was designed to reflect the three basic aspects of speech production: Phonation (source), articulation (vocal tract), and prosody (intonation and timing). The focus of the features is to characterize variations in dynamics of pitch (phonation), formants (articulation), and rate and waveform (prosody) that reflect Parkinson’s severity.

Ten different feature sets are used, designed to characterize changes in speech as a function of Parkinson’s severity. Each feature set (FS) comprises a set of raw features, described in Sections 3.2–3.4. Dimensionality reduction of all FSs is done by z-scoring the raw features and then extracting lower dimensional features using principal components analysis (PCA). The PCA features provide input into regression models that map each FS into a Parkinson’s severity (UPDRS) prediction (see Section 4). The FSs, summarized in Table 1, are categorized in terms of three different classes: summary statistics, phoneme dependence, and correlation structure.

Four of the FSs (1, 3, 5, and 7) are effective on short duration tasks, and are applied to all the recordings in the dataset. For these FSs, the data is divided into six different time bins, based on durations of recordings (see Table 2 for details). Each statistical model is trained only on tasks of similar duration. The remaining six FSs are designed to capture longer duration speech dynamics, and are used to characterize changes across subjects when speaking the same sentence. For these FSs, the same three declarative sentences (sentences 2, 4, and 6) are analyzed.

3.2. Summary statistics

**FS 1: Delta-MFCC means.** Mel-frequency cepstral coefficients (MFCCs) are obtained with openSMILE at a 100 Hz frame rate [16]. Delta-MFCC coefficients are computed using regression over two frames before and after each frame. Then, the mean values of the 16 delta-MFCCs are computed across all frames in each recording.

**FS 2: Loudness statistics.** Loudness is computed from the Perceived Evaluation of Audio Quality (PEAQ) algorithm [17], a psychoacoustic measure of audio quality that has been used for analysis of Lombard speech [18]. Loudness is average energy across critical auditory bands per frame, FS 2 comprises the mean and standard deviation of this feature.

3.3. Phoneme-based features

Changes in phoneme durations and frequencies and in phoneme-dependent pitch and formant slopes reflect the phonemic segment dependence of alterations in phonation and articulation with Parkinson’s severity. Phonemic segments are used, along with estimated pitch and formant frequency contours, to generate several phoneme-based feature sets. Using an automatic phoneme recognition algorithm [19], phonemic boundaries are detected, with each segment labeled with one of 40 phoneme classes. The fundamental frequency (pitch) contour is estimated using an autocorrelation method over a 40-ms Hanning window every 1 ms [20]. Formant frequency contours are estimated using a Kalman filter that smoothly tracks the first three spectral modes while also smoothly coasting through non-speech regions [21].

For FS 3, 4, and 5, an aggregation step is performed in which a subset of the 40 phoneme-based measures that are the most highly correlating with Parkinson’s severity (on the training set) is linearly combined. In all cases, the top 10 most highly correlating measures are combined using weights $w = \text{sign}(r)/(1-r^2)$ [22]. For measures derived from time-bin data, the aggregation is done independently in each time bin. For measures derived from sentences, aggregation is done independently in each sentence.

**FS 3: Average phoneme duration.** A linear fit is made of the logarithm of pitch over time (within each phonemic segment), yielding a pitch slope ($A\log(\text{Hz}/s)$) for each phonemic segment. Phoneme durations are then computed for those segments where the pitch slope is marked as valid (i.e., where the absolute pitch slope is less than eight, indicating that the slope is likely derived from a continuous pitch contour),
Average phoneme durations were used originally in classifying depression severity [23].

**FS 4: Average phoneme duration and pitch slope.** In addition to the average phoneme duration feature, an average log-pitch slope is also used where pitch slopes are valid [22].

**FS 5: Average phoneme duration and formant slopes.** Linear fits to formant frequencies \( f_1 \) and \( f_2 \), along with average phoneme durations, are computed from all phoneme segments regardless of pitch slope validity.

**FS 6: Phoneme frequencies.** The number of occurrences of each phoneme is computed. These counts are normalized to sum to one and sorted from highest to lowest. The top seven of these phoneme frequency measures are used as features.

### 3.4. Correlation structure features

Measures of the structure of correlations among low-level speech features have previously been applied in the estimation of depression [22][24], the estimation of cognitive performance associated with dementia [25], the detection of changes in cognitive performance associated with mild traumatic brain injury [26], and were first introduced for analysis of EEG signals for epileptic seizure prediction [27].

Channel-delay correlation and covariance matrices are computed from multiple time series. Each matrix contains correlation or covariance coefficients between the channels at multiple time delays. Changes over time in the coupling strengths among the channel signals cause changes in the eigenvalue spectra of the channel-delay matrices. The matrices are computed at four separate time scales, in which successive time delays correspond to different size frame spacings. Overall power (logarithm of the trace) and entropy (logarithm of the determinant) are extracted from the channel-delay covariance matrices at each scale for FSs 8–10. A detailed description of the correlation structure approach can be found in [27] and its application to speech signals in [22][24].

**FS 7: Waveform correlation structure.** Correlation structure features are extracted directly from waveform segments, thereby characterizing instability in temporal envelope and phase structure (rhythm and regularity) on different time scales. This technique was applied to each 0.5 s frames with 50% overlap. Each frame is divided into five 0.1 s segments of the audio waveform. The matrix elements are correlation coefficients between channels at different relative time delays. These matrices are obtained at the 3rd time scale, and so successive matrix elements correspond to delays of 15 sub-frames. The matrix from the low severity speaker exhibits more heterogeneity in the correlation patterns, indicating higher waveform complexity.

Figure 1 shows channel-delay correlation matrices obtained from two women with low and high Parkinson’s severity (training set files 154 and 303), both speaking the word “crema”. The channels are five 0.1 s segments of the audio waveform. The matrix elements are correlation coefficients between channels at different relative time delays. These matrices are obtained at the 3rd time scale, and so successive matrix elements correspond to delays of 15 sub-frames. The matrix from the low severity speaker exhibits more heterogeneity in the correlation patterns, indicating higher waveform complexity.

This difference is quantified using matrix eigenvalues (Figure 2, left panel), ordered largest to smallest. Low UPDRS speech contains greater power in the small eigenvalues. This effect is summarized across multiple speakers by plotting the average eigenvalue for different ranges of Parkinson’s severity at each rank. Figure 2 (right panel) shows the eigenvalue averages (in standard units) from all training/development waveforms < 0.5 s in duration for three UPDRS ranges. These averages reveal distinct differences related to Parkinson’s severity, even across multiple different speech tasks.

### 3.5. Example of discriminative value

In this section we show the discriminative value of the waveform correlation structure features (FS 7). Figure 1 shows channel-delay correlation matrices obtained from two women with low and high Parkinson’s severity (training set files 154 and 303), both speaking the word “crema”. The channels are five 0.1 s segments of the audio waveform. The matrix elements are correlation coefficients between channels at different relative time delays. These matrices are obtained at the 3rd time scale, and so successive matrix elements correspond to delays of 15 sub-frames. The matrix from the low severity speaker exhibits more heterogeneity in the correlation patterns, indicating higher waveform complexity.

This difference is quantified using matrix eigenvalues (Figure 2, left panel), ordered largest to smallest. Low UPDRS speech contains greater power in the small eigenvalues. This effect is summarized across multiple speakers by plotting the average eigenvalue for different ranges of Parkinson’s severity at each rank. Figure 2 (right panel) shows the eigenvalue averages (in standard units) from all training/development waveforms < 0.5 s in duration for three UPDRS ranges. These averages reveal distinct differences related to Parkinson’s severity, even across multiple different speech tasks.

![Figure 1: Correlation matrices from waveform-segment channel-delay matrices for a low (left) and high (right) UPDRS from utterance of “crema”.](image1.png)

![Figure 2: Left: Eigenspectra for the utterance “crema” from two female speakers with different Parkinson’s severity. Right: Average eigenspectra for low (blue), medium (green), and high (red) UPDRS.](image2.png)
4. Parkinson’s score prediction

4.1. Gaussian staircase regression models

There is a separate predictor for each FS, and the predictor outputs are linearly combined to produce the system’s net UPDRS prediction. Each predictor uses a Gaussian staircase (GS) regression model [22][24], which comprises an ensemble of six Gaussian classifiers, each trained on data with different UPDRS partitions between Class 1 (lower UPDRS) and Class 2 (higher UPDRS). The Class 1 partitions are 0–15, 0–24, 0–33, 0–42, 0–51, and 0–60, and the Class 2 partitions are the complement of these partitions. Additional regularization of the densities is obtained by adding the constant 4 to the diagonal elements of the data-normalized covariance matrices. The GS output score is the ratio of the log of the summed likelihoods from each ensemble of Gaussians. This is followed by applying a 2nd-order univariate regression model, created from the GS training scores, to the GS test score to generate a UPDRS prediction.

4.2. Within-subject prediction averaging

For each FS, subject ID labels are the basis for computing, across all tasks for that subject, a weighted prediction average based on the tasks processed by each FS. The provided subject IDs are used on the trainingdevelopment sets, and the subject IDs from our procedure (Section 2.3) are used on the test set. All weights for each FS, with weights summing to one in each column. Observe that the FSs accumulate most of their evidence from short duration tasks.

**Table 2.** Weights used for combining predictions across recording duration bins for feature sets (FS).

<table>
<thead>
<tr>
<th>Time bin range (s)</th>
<th>Time bin weights</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FS 1</td>
</tr>
<tr>
<td>0.0 – 0.5</td>
<td>0.54</td>
</tr>
<tr>
<td>0.5 – 0.75</td>
<td>0.03</td>
</tr>
<tr>
<td>0.75 – 2.0</td>
<td>0.23</td>
</tr>
<tr>
<td>2.0 – 4.0</td>
<td>0.20</td>
</tr>
<tr>
<td>4.0 – 7.0</td>
<td>0.00</td>
</tr>
<tr>
<td>7.0 – 10.0</td>
<td>0.00</td>
</tr>
</tbody>
</table>

**Sentence predictions.** The remaining FSs use data from matched sentences (sentences 2, 4 and 6), which range in duration from 1.56 s to 9.63 s. The sentence tasks allow for phonemic timing and correlation structure biomarkers that have been used to predict various neurological states [11][12][21][22][23]. Within each FS and test subject ID, the GS training and test scores are averaged across the three sentences. A 2nd-order univariate regression model obtains a sentence-based prediction for each FS and test subject.

4.3. Fusing predictors

The ten FS predictors are applied individually to the training set (four-fold cross-validation with held out speakers) and to the development set (Table 3). We used linear combinations of the predictors with three different weight vectors $w_1$, $w_2$, and $w_3$. With $w_i$, each predictor is weighted equally. To improve performance, we also applied differential weighting of the ten predictors. To choose the weights, we conducted a grid search over all 1,024 possible weight combinations in which each weight can have a value of 1 or 2. From this search, we obtained two different weight vectors based on different constraints. The first weight vector is $w_2$, the weights that yield the highest average of 1) Spearman correlation on the training set, 2) Spearman correlation on the development set, and 3) a test metric score. The second weight vector is $w_3$, the weights that yield the highest test metric score. The test metric is the Pearson correlation between previous submission scores and the Spearman correlations between the prediction vectors that had produced the previous scores and a candidate prediction vector. The test metric equals one if a candidate prediction vector has Spearman correlation of one with the true UPDRS scores. To compute this metric, we used ten previously obtained scores, which range between 0.12 and 0.89. These scores are our previous eight submissions and two Baseline results (Table 3, rows 1, 3 of [29]). After training on the combined train and development sets, we submitted test results using $w_2$ and $w_3$, obtaining Spearman correlations of $r = 0.96$ and $r = 0.97$, respectively.

**Table 3.** Performance for each feature set predictor and for linear combinations of predictors.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Train $r$</th>
<th>Devel. $r$</th>
<th>$w_1$</th>
<th>$w_2$</th>
<th>$w_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.59</td>
<td>0.39</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0.29</td>
<td>0.35</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>0.56</td>
<td>0.67</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>0.24</td>
<td>0.37</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>0.46</td>
<td>0.10</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>0.10</td>
<td>0.09</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>0.56</td>
<td>0.53</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>0.43</td>
<td>0.49</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>0.46</td>
<td>0.21</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>0.39</td>
<td>0.25</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$w_1$</td>
<td>0.61</td>
<td>0.75</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$w_2$</td>
<td>0.62</td>
<td>0.78</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$w_3$</td>
<td>0.63</td>
<td>0.70</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

5. Conclusions and discussion

We applied standard and novel speech features predicting levels of Parkinson’s disease. Our features capture segment-based dynamics across phonemes, formant frequencies and articulatory positions, based on an understanding of the effect of Parkinson’s disease on speech production components. Our ongoing work involves the further enhancement of current features and establishment of new features, with emphasis on approaches that provide a neurological basis for understanding the effect of Parkinson’s disease on speech.
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