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Abstract

Spoken language understanding (SLU) tasks such as goal estimation and intention identification from user’s commands are essential components in spoken dialog systems. In recent years, neural network approaches have shown great success in various SLU tasks. However, one major difficulty of SLU is that the annotation of collected data can be expensive. Often this results in insufficient data being available for a task. The performance of a neural network trained in low resource conditions is usually inferior because of over-training. To improve the performance, this paper investigates the use of unsupervised training methods with large-scale corpora based on word embedding and latent topic models to pre-train the SLU networks. In order to capture long-term characteristics over the entire dialog, we propose a novel Recurrent Neural Network (RNN) architecture. The proposed RNN uses two sub-networks to model the different time scales represented by word and turn sequences. The combination of pre-training and RNN gives us a 18% relative error reduction compared to a baseline system.
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1. Introduction

Spoken language understanding (SLU) in dialog systems extracts semantic information from the output of an automatic speech recognizer (ASR) [1, 2]. The dialog manager (DM) then determines the next machine action given the SLU output. In the last decade, a variety of practical goal-oriented spoken dialog systems have been built for different tasks [3, 4, 5, 6]. This paper focuses on two key tasks in targeted dialog and user intention understanding: user intention understanding and user goal estimation.

User intention understanding is the extraction of the intended meaning (called “intention” hereafter) of one user utterance, performed by the SLU module. The dialog manager determines which action to take next based on the result of intention understanding.

User goal estimation is a similar concept, but is an estimation of the final system action (called “goal” hereafter) that the user wishes to accomplish during the dialog. A dialog usually consists of a series of user utterances and system actions, so the goal estimation takes place over a longer time scale than user intention understanding. The system’s estimate of the goal may change during the dialog as more information is captured. Goal estimation performance is important since it can facilitate the user achieving the correct action more quickly [7].
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to model the different time scales represented by word and turn sequences. We applied a combination of pre-training and our proposed MSRNN network to a route guidance dialog task. The combination gave us a 18% relative error reduction compared to a baseline system.

2. Incorporating Semantic information

In this paper, we investigate the performance of importing semantic text embeddings to our SLU tasks. Two kinds of semantic features are trained in unsupervised fashion using large-scale web data. One is a word-level embedding which learns contextual information about word sequences by a feed-forward neural network frame. The other is document-level topic embedding, which models the latent topic information of a given sentence or article. The two kinds of semantic features have respective advantages: word-level embedding captures local contextual information, while topic embedding capture the statistics of the corpus, and thus provides more global information.

2.1. Word embedding

Many current NLP systems use a bag-of-words or one-hot word vector as an input, which leads to feature vectors of extremely large dimension. An alternative is a word embedding, which projects the large sparse word feature vector into a low-dimensional, dense vector representation.

There are two main model families for learning word vectors: 1) matrix factorization methods, such as latent semantic analysis (LSA) [18] and LR-MVL, [19] and 2) neural network language model (NNLM) based methods, which model on local context window, such as Continuous Bag of Words (CBOW), Skip-gram [8] and others [20, 21]. Most word vector methods rely on the distance or angle between pairs of word vectors as the primary method for evaluating the intrinsic quality of word representations. Mikolov et al. [22] introduced an evaluation scheme based on word analogies, which favors models that produce dimensions of meaning. Among all the methods, CBOW and Skip-gram are the current state-of-the-art for the word analogy task. CBOW predicts the current word based on the context, and the Skip-gram predicts surrounding words given the current word. Mikolov’s toolkit ‘word2vec’ which implement Skip-gram and CBOW can train on large-scale web corpora very efficiently. Therefore, in this paper, we used word2vec to train Skip-gram and CBOW on a large scale web corpus collected from the internet and chose the embedding that gave the best SLU performance.

The typical word usage in our route guidance task differs from web texts, so we expected that fine-tuning of the word embedding would yield additional performance improvements by adapting the word embedding model to our target task.

2.2. Latent topic models

Latent topic models are algorithms that can discover semantic information from a collection of documents. Topic embedding, widely used in information retrieval, treats a document as a mixture of topics and uses a vector to represent the topic distribution. Classic latent topic models that have been used for SLU include Probabilistic Latent Semantic Analysis (PLSA) [23], LDA [9], Correlated Topic Model (CTM) [24] and Pachinko Allocation Model (PAM) [25]) all of which use Bayesian inference to compute the distribution of latent topics. Most latent variable models are generative models, which therefore can be used in unsupervised fashion.

Our framework uses LDA, which models each sentence or document as a mixture of proportions for latent components by using a Dirichlet prior. LDA has great performance on large-scale corpus and can be trained efficiently [26]. However, since LDA embedding is obtained an iterative inference algorithm (variational EM) or sampling method, it is hard to fine-tune an LDA embedding within a neural network framework. Therefore, in this paper, we do not fine-tune LDA features. It could be possible to use a deep unfolding method to fine-tune the LDA inference, such as that presented in [27].

3. Fine-tuning of linear input networks

The baseline method uses a discriminative approach to represent the goal and intention estimation models, and we can flexibly incorporate various information via feature engineering. We use multivariate logistic regression to compute \( P(g|X) \) for classification target \( g \) and feature vector \( X \) as

\[
P(g|X) = \text{softmax}([WX]_g)
\]

where \([Y]_g\) means a \(g\)-th raw element of vector \(Y\). The softmax function is defined as follows

\[
\text{softmax}(z_m) = \frac{e^{z_m}}{\sum_k \exp(e^{z_k})}
\]

\(W\) is a weight matrix to be estimated at the training step. For intention prediction, \(X\) is a bag-of-words feature vector, and \(g\) is an intention category. For the goal estimation task, \(X\) is a bag-of-intentions including confidence scores for each predicted intention in the dialog history, and \(g\) is a goal category. The baseline model can be regarded as a shallow neural network, with only one input layer and one softmax output layer.

In order to import a word2vec embedding to the system, we begin by purely concatenating embedding \(X_w\) with baseline feature \(X_b\), i.e.,

\[
X = [X_b^T, X_w^T]^T
\]

Then for each turn or sentence, \(X_w\) is obtained by summing over normalized word2vec feature for each word in the turn or sentence:

\[
X_w = \sum_{i \in \{1, T\}} \frac{X_w(i)}{|X_w(i)|}
\]

where \(T\) is the number of words in the sentence or turn. \(X_w(i)\) is word2vec feature for the \(i\)-th word in the input sequence pre-trained by large web corpus.

Then we propose two structures of fine-tuning. One is a feed-forward structure, which we use to fine-tune the affine transformation obtained from the word2vec embedding. This is equal to adding a linear layer to the shallow baseline network. Since LDA uses the expectation-maximization (EM) algorithm to learn latent embeddings, it is hard to use an affine transformation to fine-tune LDA. Therefore we do not fine-tune the LDA features. Experiments shows that importing LDA features can improve performance on low-resource datasets.

The other method is to use MSRNN for different time scale inputs. We apply MSRNN to goal estimation which uses both the ASR result and the predicted intention as input. The affine transformation from the word2vec embedding can be fine-tuned during training of the RNN.

3.1. Feed-forward architecture

The feed-forward architecture changes the baseline structure by adding a linear hidden layer between the Bag-of-Words input.
layer and the output layer (as Figure 1). The posterior probability of the goal/intention given the input features is calculated through softmax:

$$p(g|X) = \text{softmax}([W[X_w^T, X_g^T]]_g)$$  \hspace{1cm} (5)$$

where

$$X_w = \phi X_{BOW}$$  \hspace{1cm} (6)$$

$X_{BOW}$ is a Bag-of-Words vector of the input utterance with dimension of vocabulary size $V$. $\phi$ is a word embedding matrix initially learned from word2vec with dimensions $n \times V$, where $n$ is the dimension of the word embedding. Eq. 6 is an affine transformation. $W$ is the weight matrix between hidden layer and output layer. Fine-tuning is achieved by updating $\phi$ together with $W$. $X_I$ is a vector with dimension of the number of intention categories, obtained by summing over the N-best intention confidence score. (The same $X_I$ is used in the baseline method). We also tried a non-linear transformation using softmax function, but the result was not as good as the affine transformation.

The feed-forward architecture gives us flexibility in adjusting to the task domain, and in fact gives a better result than pure feature concatenation.

### 3.2. Multi-scale recurrent neural network (MSRNN)

As mentioned above, the goal estimation task has two input sequences for each sample: a word sequence and an intention sequence with confidence score. The two sequences have different time scales. However, the baseline architecture treats word input as bag-of-words, which ignores the contextual information of the input. Both input sequences, word and intention, contain contextual information, and intuitively a system that captures this information may perform better than one which does not. Therefore, we propose MSRNN architecture to model the different time scales represented by word and intention sequences, shown in Figure 2. The upper half of this figure represents the short time scale RNN, which accepts feature vectors for words in all history utterances, as an entire sequence. The lower half of the figure represents the long time scale RNN, which accepts a single intention feature vector for each utterance, and use all intentions in history as a sequence. The upper RNN has longer sequence than lower RNN. The two RNN structures have different parameters and are jointly trained. The goal is predicted at the end of each turn, the last layer of word sequence and last layer of intention sequence are concatenated to predict the output layer (goal of the current turn).

This proposed architecture is formulated as follows:

$$p(g|X, I) = \text{softmax}([W[h_w(T)^T, h_I(M)^T]]_g)$$  \hspace{1cm} (7)$$

where, $X = \{X(1), X(2), ..., X(T)\}$ and $I = \{I(1), I(2), ..., I(M)\}$, $T$ and $M$ are the lengths of word sequence and intention sequence respectively. $X(t)$ is one-hot word vector. $I(m)$ is intention vector for $m$th utterance with N-best confidence scores on corresponding dimensions and the rest dimensions set to 0. $h_w(T)$ and $h_I(M)$ are the hidden activation vectors at $T$ and $M$, which are explained below.

The recurrent module of word sequence and intention sequence can be calculated as:

$$h_w(t) = \text{sigmoid}(X(t)\phi_w + h_w(t - 1)W_w)$$  \hspace{1cm} (8)$$

$$h_I(m) = \text{sigmoid}(I(m)\phi_I + h_I(m - 1)W_I)$$  \hspace{1cm} (9)$$

and, we use the sigmoid function at the hidden layer defined as:

$$\text{sigmoid}(x) = \frac{1}{1 + e^{-x}}$$  \hspace{1cm} (10)$$

$\phi_w$ and $\phi_I$ are weight matrices between the raw input and the hidden nodes. $\phi_w$ is initialized by a word embedding matrix, and the back propagation through time is used to fine-tune $\phi_w$. $W_w$ and $W_I$ are weight matrices between context nodes and hidden nodes. $\phi_I$, $W_w$ and $W_I$ are randomly initialized.

### 4. Experiments

We built and tested models using data from a Japanese route guidance spoken dialog system. We used a 1.8G Japanese web text corpus from the Internet to train word2vec, and the full Japanese Wikipedia (900k documents) to train LDA. Combination of 50, 100, 150, and 300 word2vec dimensions, and 50, 100 LDA dimensions were tested. The dimensionality with the best result was selected. All text was tokenized and morphologized first by a Japanese morphologizer, chasen [28]. For each word, we use the word, pronunciation, and part of speech as individual token elements. Each token is in Word+Pronunciation+POS format. For both Japanese web data and Wikipedia data, low frequency words (frequency < 5) are replaced by UNKOWN token. The total reduced vocabulary is around 150k.

#### 4.1. Intention understanding

We evaluated the performance of fine-tuning on the intention understanding task. We collected a database of Japanese utterances in an automobile scenario with annotated intentions,
which contains 39,328 training samples, 5,000 dev samples and 5,000 test samples. The number of intention categories is 562, and the vocabulary size is 3,602. The text for intention understanding is first processed by slot filling. For example:

Before slot filling: Show flights from Boston to New York today

After slot filling: Show flights from <City-departure> to <City-arrival> today

Intention: find_flight

Boston is replaced by <City-departure> and New York is replaced by <City-arrival>. In the baseline system, slots are treated equally as words. Each sentence is represented as a Bag-of-Words feature vector. We tested the performance of word2vec features by concatenating the 300-dimensional word2vec features with the Bag-of-Words features as described in Equations 3 and 4, and additionally tested the system both with and without fine-tuning.

The experimental results are shown in Table 1. By using the word2vec features, the performance was improved from the baseline system by 2.7% (dev.) and 2.4% (eval.) (absolute reduction in error). With the fine-tuning, the performance further improves to 3.3% (dev.) and 3.6% (eval.), absolutely. This result confirms the effectiveness of fine-tuning for our intention understanding task.

4.2. Goal estimation

We collected a dataset from a Japanese rule-based spoken dialog system, which contain 7059 turns in total. The log data contains the Japanese ASR results, system prompts, estimated N-best intentions, system actions, and an annotated goal for each turn. The intention vector consists of a sparse vector concatenated by N-best intentions (545 dimensions) and N-best system actions (545 dimensions). The dimension for user intention and system action together is 1090, the dimension for goal is 544 in total. Since the data size was very limited, we split the data into 4 folds, 3/4 used for training, 1/8 for validation and 1/8 for test respectively. To evaluate the performance of our proposed approaches, we used the average accuracy across the 4 folds. We compared the result of using embeddings alone versus embeddings with fine-tuning. In the RNN architecture, hidden layer sizes of 100, 200 and 300 for the intention RNN module were trained and the one with best result was selected (100 for both with and without fine-tuning). The model was trained by stochastic gradient descent.

We observe from Table 2 that importing semantic text features gives a better performance than using intention features alone. The best performance occurs on smaller semantic embedding dimensions and smaller hidden layer dimensions. The reason for this is due to the limited data size, for which fine-tuning high dimensional embeddings could lead to over-training problems.

Fine-tuning word embeddings improves upon the feature engineering results by a small but consistent margin. The first four rows of the table are implemented by the feed-forward structure and the last two rows are implemented by the MSRRN structure. Among all the feed-forward structures, fine-tuning word2vec plus LDA features gives the best result with 2.9% (dev.) and 3.3% (eval.) absolute improvement from the baseline. The MSRRN structure itself (without fine-tuning) already gives a significant performance improvement over simply importing semantic text features. When we add fine-tuning to the MSRRN training, we get the best overall result of 3.3% (dev.) and 3.6% (eval.) absolute improvement from the baseline. This proves that modeling time sequential input by using our MSRRN architecture with different time scales gives a gain to the system.

5. Conclusion

We propose an architecture for efficient learning for low resource SLU tasks. We pre-train a word embedding in an unsupervised way and fine-tune it for our specific SLU task. In order to capture long-term characteristics over an entire dialog, we implement a novel Multi-scale RNN structure which uses two sub-networks to model different time scales represented by word and intention sequences. We evaluated the performance of importing semantic features, fine-tuning by feed-forward neural network and MSRRN structure. All three methods improve SLU accuracy. The MSRRN architecture outperforms the feed-forward structure and gives the best overall result which improves the goal estimation baseline by 3.6%. The first part of future work will focus on extending the proposed neural network architecture to deal with more advanced recurrent architecture, e.g., LSTM [16, 29] to capture the sequential information in the dialog more precisely. Then sentence level embeddings that are successfully used in sentiment and topic classification will be used and adapted to our SLU task.
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