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Abstract

This paper investigates the connection between intelligibility and pronunciation accuracy. We compare which words in non-native English speech are likely to be misrecognized and which words are likely to be marked as pronunciation errors. We found that only 16% of the variability in word-level intelligibility can be explained by the presence of obvious mispronunciations. In some cases, a word remained recognizable or could be identified from the context despite obvious pronunciation errors. In many other cases, the annotators were unable to identify the word when listening to the audio but did not perceive it as mispronounced when presented with its transcription. At the same time, we see high agreement when the results are aggregated across all words from the same speaker.
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1. Introduction

Non-native speech is commonly characterized on three dimensions: perceived accentedness, comprehensibility (perceived ease of understanding) and intelligibility (the listener’s ability to report the words pronounced by the speaker) [1, 2].

While there is a close connection between accentedness and comprehensibility [2], speech perceived as heavily accented may remain highly intelligible [3, 4, 1].

In this paper we use a large corpus of non-native English unscripted speech and multiple judgments obtained via crowdsourcing to explore the connection between word-level intelligibility and pronunciation accuracy of non-native speech.

Previous research has shown that not all pronunciation errors contribute equally to the intelligibility of non-native speech. For example, consistent deviations in pronunciation such as transfer errors generally may have less effect on intelligibility than, for example, errors in prosody [5]. This is consistent with findings from speech perception which showed that listeners can quickly accommodate to consistent differences in pronunciation even across multiple speakers [6, 7]. In general, [8] reported a correlation of \( r = -0.67 \) between strength of accent and intelligibility and this finding agrees with other studies [3, 9, 10].

Bent and Bradlow [10] further explored word-level intelligibility by comparing keyword recognition rates with detailed phonetic transcriptions provided by two expert phoneticians for 16 sentences read by 15 speakers of Mandarin Chinese. They aggregated segmental accuracy scores across different positions and found that errors in certain positions, such as strong syllables, word-initial and syllable-initial positions, are more detrimental for overall intelligibility than others.

2. Data and methodology

2.1. Corpus of L2 speech

The study is based on a corpus of L2 speech which contains responses to a test of English language proficiency collected from 143 non-native speakers with different native languages (14,718 words in total).

Each speaker responded to one of four test items. Two of the items required test takers to listen to an audio file and respond to a prompt about the conversation or lecture they heard. For the other two items, the test takers were required to read a short passage and listen to an audio file and then integrate information from both sources in their responses to a prompt. The speakers were given 1 minute to record their responses.

All responses were assigned proficiency scores on a four-point scale ranging from 1 to 4 by expert raters. The scoring guidelines were modeled after the scoring rubrics for English proficiency tests (cf. [23]) but focused on pronunciation only.
The raters were asked to evaluate each speaker’s fluency, the overall intelligibility of the response, and the listener effort required to understand the response. Thus score 4 was described as “clear, well-paced speech which may include minor difficulties that do not affect overall intelligibility”. Score 1 was described as “choppy and fragmented speech, where consistent difficulties cause considerable listener effort”.

2.2. Annotation

2.2.1. Data preprocessing

We first obtained orthographic transcriptions for all 143 responses. We then used The Penn Phonetics Lab Forced Aligner to [26] to align the transcriptions with the recording and identify pauses in each response. We also used a clause boundary detection algorithm [27] to identify clause boundaries in the transcription. We used these clause boundaries along with punctuation from the orthographic transcriptions and pauses identified by the forced alignment to split the recordings into short fragments of 5-13 words in length.

This procedure produced an average of 12.1 fragments per response, and the average length of each fragment was 8.3 words. The final set consisted of 1,767 fragments; these were presented to the annotators in randomized order.

By segmenting the responses into shorter fragments, we limited the cognitive load on the annotators. Randomized presentation was necessary to ensure that the annotators had little opportunity to accommodate to an individual speaker’s foreign accent or to make use of the extended context.

We conducted further analyses to make sure that our approach to fragment selection did not lead to differences in fragment length between the fragments extracted from responses assigned different proficiency scores. If, for example, fragments extracted from speech of low-proficiency speakers contained fewer words than the fragments from high-proficiency speakers, this could lead to differences on transcription accuracy due to lack of sufficient context rather than intelligibility of speech (cf. [12]). We found that there was no difference in average number of words in fragments extracted from responses assigned different scores by human raters. As one may expect the number of fragments per response was correlated with the proficiency score since high-proficiency speakers usually produce longer responses (Spearman’s $\rho = 0.58$, $p < 0.0001$).

2.2.2. Procedure

We used the Amazon Mechanical Turk crowdsourcing platform to collect multiple judgments about intelligibility and pronunciation accuracy for each word. Our experiment included two task types: a transcription task and an error detection task. We collected 5 judgments for each task for a total of 17,670 judgments.

The first part of our experiment was a transcription task. This task was posted first to make sure the annotators were not familiar with the content of the fragment (since several annotators participated in both tasks). For the transcription task, the annotators were asked to play the audio and transcribe the words that they heard using standard English spelling. We also asked the annotators to rate the audio quality of each recording as 0 (‘OK’), 1 (‘Somewhat Poor’), and 2 (‘Poor’).

After the transcription task was complete, we posted an error detection task modeled after the task in [24]. We provided the original expert transcription for each fragment and asked the annotators to play the audio and mark the words that they considered to be mispronounced. We also asked them to mark possible errors in the reference transcription. This was done to distinguish between perceived deviations in pronunciation and potential discrepancies between the transcription and the audio due to inaccurate forced alignment or mistakes in the original transcription. As we had done for the transcription task, we asked the annotators to make an additional judgment about audio quality.

2.2.3. Annotators and quality control

Each fragment was annotated by 5 annotators recruited through Amazon Mechanical Turk. Our aim was to evaluate the intelligibility of non-native speech to an average North American listener; therefore, we selected annotators with addresses in the United States. In addition, we created a short qualification test which included a sample transcription and error detection task. Only workers who successfully passed the qualification test were allowed to take part in the experiment.

After collecting all responses, we identified and excluded the annotators whose responses were significantly different from the rest of the group. This was done by fitting mixed-level logistic regression with annotation as dependent variable and annotator and fragment identity as random factors. Such model allows for random variation between baseline likelihood of errors in each fragment and for each worker. In both cases the baselines are assumed to have normal distribution across workers and fragments. We then identified the workers for whom the baseline probability of error was an outlier defined as more than four standard deviations from the mean value. We found that there were several workers who marked unusually small percentage of errors in comparison to other workers. We further reviewed their annotations to confirm that they indeed showed signs of negligence on behalf of the worker and obtained new annotations as necessary so that the total number of annotators for each fragment was 5. The results presented in this section only include the annotators whose responses were used for the analysis.

In total, there were 57 unique annotators; 47 of these worked on the transcription task and 38 worked on the error identification task. Out of 53 annotators who completed the demographic survey, there were 16 males (30%) and 35 females (70%) (two of the annotators did not provide their gender). Only one of the annotators reported that North American English was not their native language (this annotator reported that Singaporean English was their native language), and they were spread out geographically in the United States (they reported 25 different states as their home states). In terms of exposure to foreign languages, only 6 annotators (11%) reported having lived abroad and 34 (64%) reported having minimal exposure to non-native English speakers in their daily lives through close friends, colleagues, or family.

2.3. Data postprocessing

We first identified and corrected all spelling errors in the crowd-sourced transcriptions. We then identified words from the original expert transcription that were marked as “transcription error” by the majority of annotators during the error detection task (see 2.2.2) and evaluated how many of these words were recognized in the transcription task. There were 195 (1.6%) such words and 180 of these words were not recognized by the majority of the workers. These were excluded from further analysis. We also excluded 15 fragments (0.85%) which had an average audio quality rating greater than 1.
## 3. Results

### 3.1. Word-level results

Around 46% of all keywords were recognized by all annotators in the transcription task, while 8% were not recognized by any of the annotators (see Table 1). There were 354 fragments (20%) where all annotators recognized all keywords and 37 fragments (2%) where none of the annotators recognized any of the keywords.

For pronunciation scores, 55% of all keywords were not marked as mispronounced by any of the annotators and only 3% of words were marked as mispronounced by all annotators.

### 3.2. Speaker-level results

In addition to the word-level results, we computed an average intelligibility score \( I_w \) and pronunciation score \( P_w \) for each of the 143 speakers in our corpus by averaging, respectively, the \( I_w \) and \( P_w \) for all words from the speaker’s response. We found that the correlation between these two speaker-level scores was \( r = 0.61 \) (\( p < 0.00001 \)). A linear model with \( I_sp \) as the dependent variable and \( P_sp \) as the independent variable showed that speaker pronunciation score accounted for about 36% of variance in the speaker intelligibility score \( F(1,141) = 81.5, \) Adj. \( r^2 = 0.362, p < 0.00001 \).

Finally, we compared the scores obtained via crowdsourcing with proficiency scores assigned by professional raters (see 2.1). Both \( I_sp \) and \( P_sp \) were positively correlated with expert scores: Spearman’s \( \rho = 0.59 \) for \( I_sp \) and \( \rho = 0.68 \) for \( P_sp \) (\( p < 0.00001 \) in all cases). Combined into a single linear model, both \( I_sp \) and \( P_sp \) had significant contributions to the proficiency score and explained about 50% of variance in these scores \( F(2,140) = 65.9, \) Adj. \( r^2 = 0.48, p < 0.00001 \).

### 3.3. Discussion

We analyzed the connection between word intelligibility and perceived pronunciation accuracy and found that at the word level, mispronunciation only predicts a small amount of variance in intelligibility. Our results showed that words that are perceived as mispronounced remain intelligible in about half of all cases.

Furthermore, we found that words that are not perceived as mispronounced when the annotators are provided with a transcription of non-native speech may not be intelligible without a transcription. Further qualitative analysis of such cases showed that these were often words that were unlikely in a given context because of poor lexical choice (for example, ‘band’ in “play band with their friends”), incorrect grammar (‘figure’ in “he

### Table 1: Distribution of Intelligibility (\( I_w \)) and Pronunciation (\( P_w \)) scores. The table shows % words assigned each score.

<table>
<thead>
<tr>
<th>( I_w )</th>
<th>( 0 )</th>
<th>( 0.2 )</th>
<th>( 0.4 )</th>
<th>( 0.6 )</th>
<th>( 0.8 )</th>
<th>( 1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.0</td>
<td>6.7</td>
<td>8.2</td>
<td>10.3</td>
<td>20.7</td>
<td>45.8</td>
<td></td>
</tr>
<tr>
<td>2.7</td>
<td>4.2</td>
<td>6.5</td>
<td>10.7</td>
<td>20.4</td>
<td>55.5</td>
<td></td>
</tr>
</tbody>
</table>

The correlation between average intelligibility score and average pronunciation score was Spearman’s \( \rho = 0.36 \) (\( p < 0.0001 \)), or in other words, the word pronunciation score is a very weak predictor of word intelligibility score.

We used the majority rule to classify all words into ‘mostly recognized’ (\( I_w > 0.4 \)), ‘mostly unrecognized’ (\( I_w \leq 0.4 \)), ‘mostly marked correct’ (\( P_w > 0.4 \)) and ‘mostly marked error’ (\( P_w \leq 0.4 \)). The results of cross-tabulation are shown in Table 2. The majority of words were recognized and classified as correct by the majority of annotators. About half of these words (32% of all words) were recognized correctly by all annotators and not marked as errors by any of the annotators. The second largest category (846 words or 15.6% of all words) were words that were mostly marked as correct but also generally unrecognized. In other words, 18% of all 4,696 words marked as correct were not recognized in the transcription task. Of these, 84 words were marks that no annotator marked as mispronounced and yet nobody could recognize when transcribing. Of words marked as errors by the majority of annotators, about half of the words were recognized and another half not recognized by the majority of annotators.

Since the data has a hierarchical structure, we used a multi-level linear model to evaluate how much variance in \( I_w \) can be explained by the variance in \( P_w \). We fitted the linear model using speaker and word identity as crossed random factors, \( P_w \) as the fixed factor, and \( I_w \) as the dependent variable (see for example \[28\] for further discussion on use of mixed-effects modeling with crossed random factors). Likelihood ratio tests showed that \( P_w \) had a significant effect on \( I_w \) (\( p < 0.0001 \)).

To compute the amount of variance in \( I_w \) explained by \( P_w \) we used the approach described in [29] who give further detail. We first fitted a first order multi-level model which only included the random effects of speaker and word identity. The total variance in \( I_w \) for this model would be the sum of vari-

### Table 2: Distribution (count and % of all words) words that were recognized (\( I_w > 0.4 \)) or unrecognized (\( I_w \leq 0.4 \)) and marked as error (\( P_w \leq 0.4 \)) or correct (\( P_w > 0.4 \)) by the majority of annotators

<table>
<thead>
<tr>
<th>Recognized</th>
<th>Unrecognized</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct</td>
<td>3.850 (71.0%)</td>
</tr>
<tr>
<td>Error</td>
<td>330 (6.1%)</td>
</tr>
</tbody>
</table>
figure out the courses”) or low frequency words occurring in a broad context (“floral” in “some other shapes like the floral shapes”). These results once again show that the full model of intelligibility should incorporate context-related effects in addition to pronunciation accuracy.

At the same time, we found that the agreement between pronunciation accuracy and intelligibility increases when the results are aggregated across the whole one-minute response. In addition, we found that pronunciation accuracy had a higher effect on the general proficiency score which reflects the rater’s judgment of speaker intelligibility and overall fluency. Within the terminology adopted in this paper, the proficiency score is closest to comprehensibility or the ease of understanding as perceived by the rater. Our results thus support previous findings that the connection between ‘comprehensibility’ and ‘strength of accent’ is stronger than the connection between these two subjective measures and intelligibility [9, 8]. This finding also has a practical application: it shows that the proficiency score assigned by the raters in the context of language assessment may not be an accurate reflection of objective intelligibility of speaker’s speech. In order to provide a comprehensive assessment of all three dimensions of non-native speech, human ratings could be supplemented with an automatic system which evaluates objective intelligibility of the speaker.

While crowdsourcing allowed us to collect multiple judgments from naive listeners for a large corpus of data, it is also a limitation of this study. The environment in which the annotators listened to the stimuli differed between the listeners and was most likely different from that of a controlled lab experiment in terms of background noise, output quality and possibly the level of attention. At the same time we note that our results at the response level closely replicate the results previously obtained in more traditional laboratory-based experiments.

Finally, in this paper, intelligibility was construed as the ability to provide word-by-word transcription. Although intelligibility is commonly measured based on keyword recognition, it is not clear how such word-based metric relates to the overall communicative effectiveness of the speaker and their ability to convey the information [30]. We plan to explore this connection in future work.

4. Conclusion

We investigated the connection between intelligibility and pronunciation accuracy at the word level by comparing which words are likely to be misrecognized and which words are likely to be marked as pronunciation errors. We found that only 16% of the variability in word-level intelligibility can be explained by the presence of obvious mispronunciations. Words perceived as mispronounced remain intelligible in about half of all cases. At the same time the annotators were often unable to identify the word when listening to the audio but did not perceive it as mispronounced when presented with its transcription. When word-level results were aggregated for the whole response, the results were in agreement with previous studies which reported tighter connection between comprehensibility and strength of accent than between either of these measures and intelligibility.
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