Automatic detection of uncertainty in spontaneous German dialogue

Tobias Schrank, Barbara Schuppler

Signal Processing and Speech Communication Laboratory
Graz University of Technology, Graz, Austria
{tobias.schrank,b.schuppler}@tugraz.at

Abstract
Uncertainty is ubiquitous in natural human communication. Human listeners assess the speaker’s degree of uncertainty at any time in communication and use this information to shape dialogue. In contrast, currently available computer systems dealing with spoken language are usually not built to perform this task. The ability to detect uncertainty would likely lead to more natural human-computer dialogue. In order to detect uncertainty automatically, we extract linguistic, paralinguistic and dialogue-related features from the Kiel Corpus, a corpus of naturalistic task-oriented spoken German. We then use these features to train a random forests model. Our experimental results show that relatively high classification accuracy can be obtained while employing only 64 well-chosen features (73% accuracy, 69% F1). To our best knowledge, this is the first study of automatic uncertainty detection using German speech data as well as the first achieving good performance on everyday speech.
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1. Introduction
Uncertainty detection is the task of recognising when humans are uncertain in communication. Information about the speaker’s level of uncertainty is present in different channels such as the linguistic content [1], sound [2], facial expressions and gestures [3], posture, etc. Here, we focus exclusively on the analysis of cues that can be extracted from the acoustic channel because in many applications there is only voice input [4]. In speech technology, interest in paralinguistic phenomena such as uncertainty is sparked by the endeavour of making human-computer dialogue more robust and more natural. This would also allow to engage in a greater variety of conversation types [5]. In this regard, uncertainty detection is most important for particular applications: For instance, automatic tutoring systems are required to recognise correct but uncertain answers. The system may thus infer that the student is likely to have guessed the correct answer [4]. Subsequently, when these lucky guesses are treated in the same way as errors this leads to significantly boosted learning performance by the student [6, 7].

Even though in the last two decades automatic uncertainty detection has received growing attention in speech sciences, to our best knowledge the vast majority of research has been limited to a narrow range of conversation types: The speech data is elicited in some form of question-answering task in which one participant is asked factual questions [1, 8, 9, 10, 3, 11, 12, 2, 13, 14, 15, 16, 6, 4, 17, 18]. The question-answering takes place in human-computer dialogue, Wizard-of-Oz dialogue or by reading out answers to written questions. If naturalistic human-human dialogues are used, good performance has not been achieved yet [16]. Moreover, research in uncertainty detection has mainly been studied on English speech data (e.g., all of the above). This may be problematic as paralinguistic phenomena such as uncertainty are well known to take different forms in different languages [19, 20]. In this paper, we attempt to broaden the perspectives in uncertainty detection in two ways. Firstly, we show that good performance on naturalistic human-human conversations that is similar to everyday conversations can be achieved. We manage to do this mainly through careful choice of features. Secondly, we do not analyse English but German speech data. We expect these differences to impact the results of our experiments significantly. In our analysis, we focus on the choice of features and ignore other aspects (e.g., choice of machine learning algorithm). We pay special attention to temporal aspects of the speech signal which are highly informative of uncertainty. In this context, we propose a more detailed model of speech rate. The main aim of the paper is to find an appropriate feature set for the detection of uncertainty in spontaneous German conversations. We then examine this feature set in comparison to feature sets in the literature.

1.1. Feature sets in paralinguistic speech technology
Almost all subfields of paralinguistic speech technology share a common set of core features based on fundamental frequency (f0), intensity and timing information (e.g., pause duration, utterance duration, speech rate). Typically, the features are descriptors derived from static models of these aspects of the speech signal (e.g., mean, extremes, higher order moments). If at all, dynamic aspects of the speech signal are encoded only indirectly (e.g., position of the extremes, onset, offset) [21]. Frequently, these feature sets are augmented by features common in other speech technology applications [5] or by features for specific tasks (e.g., the nonlinear Teager energy operator in stress detection [22]). Especially in emotion recognition, feature sets are automatically generated [23] which leads to very large feature sets (e.g., the largest feature set in OpenSMILE contains 6552 features [24]).

Previous work has shown that a large variety of features provide information relevant for recognising short-term speaker states [21]. Therefore, we extracted a wide array of features related to the following nine aspects of the speech signal: f0, intensity, timing, spectral features (MFCCs, formants), voice quality (e.g., jitter, shimmer, HNR, spectral tilt), lexicon (e.g., bag-of-words model, number of hesitations), syntax (e.g., part-of-speech tags, number of clauses and words), dialogue structure (history of previous uncertain dialogue acts) and external features (gender). In contrast to typical feature sets which contain only non-robust descriptors, we derive both robust and non-robust descriptors. Furthermore, speech rate as we model it
differs from other publications. Conventionally, speech rate is modelled as the average number of linguistic units per time unit (e.g., syllables per second) [25]. However, we instead choose to model speech rate as the vector of durations of all syllables in a dialogue act. We then derive features from this vector in the same way as we do for \( f_0 \) and intensity (e.g., extremes, mean, standard deviation). We expect the speech rate to be highly informative regarding the speaker’s uncertainty. Consequently, we expect the addition of more features related to speech rate to influence the detection of uncertainty positively.

2. Material and annotation

2.1. Kiel Corpus of Spontaneous Speech

The current analysis is based on unprompted, unscripted, spontaneous German speech data from the Kiel Corpus [26]. These data comprises 126 conversations by 18 speaker pairs, each conducting 7 dialogues. They produced a total of 4721 utterances in 2061 turns.

The corpus was collected in a controlled experimental setting with no visual contact between the two test participants. Communication was possible only over an intercom-like device. In order to be heard, speakers had to press a button which muted the interlocutor at the same time. This prevented any overlap of the two participants. The resulting dialogue structure is therefore not entirely representative of human-human dialogue but to some degree similar to human-machine dialogue [26]. In contrast to face-to-face conversations, there are no back-channel phenomena in this speech data.

Speakers were presented with the task of making appointments of different sorts (e.g., a meeting over lunch or a one-week trip). For this, they received made-up time sheets which were prepared to have only a limited number of free time slots in common. This complicated the task of finding suitable time slots and thus speakers were forced to negotiate their appointments. This setup led to fairly naturalistic conversations in which speakers exhibited varying degrees of uncertainty.

2.2. Annotation

The Kiel Corpus contains manual transcriptions and segmentation. For the current study, we additionally segmented each turn into dialogue acts. This was due to the fact that many turns comprise more than one dialogue act. Typically, a turn comprises the second part of an adjacency pair (e.g., the answer to question posed by the interlocutor) and the first part of another adjacency pair (e.g., saying goodbye after completing the task successfully). Aside segmentation, we also annotated each dialogue act by hand on a four-point scale ranging from certain to uncertain. An example can be seen in Figure 1. These four degrees of uncertainty correspond to possible action performed as response by a dialogue system. These responses can be summarised roughly as: certain 0 . . . no special action, rather certain 1 . . . no special action but alerted, rather uncertain 2 . . . implicit repair, uncertain 3 . . . explicit repair.

The distribution of uncertainty labels is skewed. Occurrences of labels decrease steadily from certain to uncertain as the majority of dialogue acts is labelled as certain (57%) or rather certain (28%). Due to the very low number of uncertain instances (0.4%), we merged the instances of uncertain and rather uncertain to produce a common uncertain label (15%).

| UTB [0]: | Wann würde da bei Ihnen am besten passen? Which date suits you best? |
| NAR [3]: | [breathing] Oh, das ist schlecht, weil die Wochenenden bei mir [pause] so ziemlich [pause] ausgebucht sind. Was eigentlich gut ginge, wäre ja, da muß ich jetzt leider mal passen. Oh, that’s problematic because my weekends are pretty much booked up. What would suit me is well unfortunately I have to pass. |
| NAR [1]: | Wochenendseminar meinen Sie Samstag und Sonntag, ne? Weekend seminar means Saturday and Sunday, right? |

Table 1: Transcription excerpt with level of uncertainty in square brackets, NAR’s turn divided into two parts.

2.3. Validation of uncertainty annotations

A second annotator annotated a small part of the corpus comprising 188 turns (9.1% of the corpus) following the same annotation manual as the first annotator. For this section of the corpus, the inter-rater agreement between the two annotations lies at 0.539 Kappa which is comparable to or better than other publications in this field [8, 10, 4, 18]. Confusions between the two annotators are mostly involving the label rather certain (see Table 2). This may suggest the presence of a mixture of uncertain and certain cues in these dialogue acts. Also, there is a clear bias from the second annotator towards interpreting utterances as more uncertain than the first annotator.

<table>
<thead>
<tr>
<th></th>
<th>2nd annot.</th>
<th>1st author</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>162</td>
<td>11</td>
</tr>
<tr>
<td>1</td>
<td>47</td>
<td>59</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>26</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2: Confusion table for the two annotators.

Our analysis is based only on the second parts of adjacency pairs as annotated by the first author. Our choice to limit the data to the second parts of adjacency pairs stems from two considerations: Firstly, this guarantees better comparability with previous research from the domain of tutoring systems (e.g., [10]). Secondly, this keeps the data homogeneous as the range of pragmatic functions is limited. Thus, for the current study 1158 dialogue acts were selected. This equals to 1813 utterances with a total of 83 minutes.

3. Method

3.1. Feature extraction and normalisation

We extracted acoustic features with Praat [27] and the R packages tuneR [28] and phonTools [29]. Lexical features and features related to dialogue structure are taken from the annotations described in section 2. Part-of-speech tags are estimated with the Stanford POS tagger [30] but mapped to the (simpler) Universal Part-of-speech Tagset [31]. Lexical features are the result of a bag-of-word model. For this, all words are lemmatised and counted. This leads to very sparse feature vectors for lexical features.
All features that constitute counts (e.g., word counts, number of hesitations) are rank normalised by speaker. This has shown to improve performance in terms of both accuracy and computational load [32]. All other features are normalised by speaker using their values’ z-scores.

3.2. Feature selection

Especially due to brute-force lexical analysis (1320 features), there is a total of 1430 features. However, many of these 1430 features either provide very little information regarding uncertainty or are highly correlated with other features in the feature set. This issue can be overcome by applying feature-space transformations such as principal component analysis (PCA). However, we do not apply any feature-space transformations in this paper as it essentially prevents any meaningful interpretation of feature importance. We handle the issue of correlated and uninformative features by performing variable selection using tree minimal depth methodology [33]. For this, we use the implementation in randomForestSRC [34]. Following preliminary experiments, we set the absolute number of features to be 64. The final feature set is comprised of 20 timing features, 12 f0 features, 10 intensity features, 9 spectral features, 5 voice quality features, 4 lexical features, 3 syntactic features and a single feature related to dialogue structure.

3.3. Classification evaluation

We train random forests on the features set resulting from feature selection. For this, we employ the implementation in randomForestSRC [34]. We evaluate the resulting model with a leave-one-speaker-out cross-validation scheme. In this paper, we present chance-normalised accuracies (CNA) for individual classes in order to detect model bias due to class imbalance [35]. CNA compares a model’s performance (CNA) for individual classes to the best performance (true) of one class.

\[
CNA = \frac{p_e - p_c}{1 - p_c},
\]

where \(p_e\) is the ratio of correctly classified occurrences and \(p_c\) is the expected probability. Note that raw accuracies are always higher than the reported chance-normalised accuracies.

4. Results and discussion

In this paper, we discuss only the relative importance of feature subsets that correspond to the 9 features classes presented in section 3. We choose to not discuss the importance of individual features as the interplay between features is too important to be ignored [21]. The focus on the 9 features classes is theoretically and practically motivated. Theoretically, feature classes hint towards the means humans use to encode uncertainty in speech. Practically, the computational cost of extracting additional features from the same feature class (e.g., minimum and maximum from \(f_0\)) is negligible when compared to extracting another feature class (e.g., MFCCs).

4.1. Overall performance

A model based on our feature set of 64 features achieves good overall performance (73% accuracy, 69% \(F_1\)). This performance comes about through good performance on the most frequent class \(certain\) (67% CNA). The performance on the less frequent classes \(rather\ certain\) (34% CNA) and \(uncertain\) (38% CNA) is considerably worse (also see Table 3).

\[\begin{array}{ccc}
\text{true} & \text{predicted} & 0 & 1 & 2 \\
\hline
\text{level 0} & .916 & .422 & .169 \\
\text{level 1} & .084 & .490 & .406 \\
\text{level 2} & 0 & .088 & .425 \\
\end{array}\]

Table 3: Confusion table for the best model (64 features) showing raw accuracies.

The model’s performance is impeded by severe class imbalance. However, preliminary results suggested that neither upsampling nor downsampling increase performance on less frequent classes. Downsampling may be the least preferred option due to the massive reduction of available training data. This alone is likely to decrease performance substantially. Yet, class imbalance is unavoidable in real-life scenarios involving any paralinguistic phenomenon [36].

4.2. Feature classes

A simple way to assess the importance of feature classes is to train a learner on each feature class separately. We evaluate the resulting models the same way as the model built on all features. The model using timing features outperforms all other models significantly (64% \(F_1\)). The models using lexical, intensity-related or \(f_0\) features all achieve approximately the same performance (~55% \(F_1\)). The models using one of the remaining feature classes all perform about equally well (~44% \(F_1\)).

Timing features alone perform almost as good (64% \(F_1\)) as the best feature set (69% \(F_1\)). However, this does not entail that all information regarding uncertainty is encoded in timing features. Only a combination of acoustic, linguistic and external features in the form of the best feature set increases performance (69% \(F_1\)). Apparently, all this feature categories carry information about the speaker’s degree of uncertainty. For comparison, all acoustic features together only perform as well as timing features alone (both 64% \(F_1\))

Remarkably, the class-wise performance differs considerably between acoustic and non-acoustic feature classes. The acoustic feature classes tend to perform particularly well on the least frequent class \(uncertain\). Non-acoustic feature classes tend to perform about as well as acoustic feature classes on labels \(certain\) and \(rather\ certain\) (see Table 4).

\[\begin{array}{ccc}
\text{level 0} & \text{acoustic} & \text{linguistic} & \text{all} \\
\hline
.640 & .534 & .676 \\
.112 & .499 & .143 \\
.206 & .091 & .137 \\
\hline
\text{ACC} & .674 & .649 & .692 \\
\text{F}_1 & .615 & .534 & .606 \\
\end{array}\]

Table 4: CNAs for acoustic, linguistic and all features, respectively.

Another way to assess the importance of a feature class is to count the number of members surviving feature selection. In this regard, timing features are clearly the best feature class with 20 out of 64 features. \(f_0\) features (12), intensity features (10) and spectral features (9) perform about equally well. The remaining 11 features contain 5 voice quality features, 4 lexical
### 4.3. Comparison with previous work

To our best knowledge, this is the first study on spontaneous German that specifically targets the analysis of uncertainty. This allows for a analysis of cross-language differences to previous (English) publications. However, comparison of overall performance of models has to be done with care due to differences in speech data and methodology. In particular, differences in the degree of class imbalance renders the comparison using accuracy almost meaningless. In comparison to those publications that report other metrics than accuracy, the model presented in this paper fares favourably (see Table 5). In the same table, we present raw accuracies to allow for comparisons with all publications.

The differences in accuracy between classes (see Table 4) are at least partially due to class imbalance. As neither upsampling nor downsampling improved on this, more elaborate methods are asked for.

By manual inspection of the data, we conclude that information regarding uncertainty is in many cases encoded only locally. Less information seems to be spread over the entire dialogue act. Hence, the analysis of smaller units than dialogue acts appears to be beneficial. A small number of publications in the field of automatic uncertainty detection already did this by analysing words instead of turns [11, 13]. For most applications, the estimates for words have to be combined into estimates for the whole turn. We are of the opinion that the methods used for combining labels have not been studied thoroughly enough so far.

### 5. Conclusions

In this paper, we automatically detected uncertainty in naturalistic spontaneous German human-human conversations. We presented an approach which is based on linguistic, paralinguistic and extralinguistic features. We tested 9 feature classes (timing, fundamental frequency, intensity, spectrum, voice quality, lexi-con, syntax, dialogue structure, external features) and evaluated their performance on 1158 dialogue acts taken from the spontaneous part of the Kiel Corpus. The results showed that it is possible to detect uncertainty in speech automatically relatively reliably. The accuracy with which this task is accomplished depended heavily on the feature set employed. In particular, our more complex modelling of speech rate contributed to good classification performance. Automatic feature selection could improve performance even though the machine learning algorithm employed in this paper is built to handle highly correlated features spaces. While only 64 features in size, the resulting feature set outperformed all other feature sets. Even though all features implemented in our system are theoretically motivated and have been used in previous publications, the amount of features that were uninformative regarding the detection of uncertainty in this very speech data is surprisingly large.

### Table 5: Summary of methods and results as reported in various publications.

<table>
<thead>
<tr>
<th>Publication</th>
<th>Corpus</th>
<th>Setting</th>
<th>Speech Type</th>
<th>Classes</th>
<th>ACC</th>
<th>$F_1$</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pon-Barry &amp; Shieber 2009 [14]</td>
<td>clozes</td>
<td>read</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>linear regression</td>
</tr>
<tr>
<td>this paper</td>
<td>Kiel Corpus</td>
<td>scheduling</td>
<td>human-human</td>
<td>3</td>
<td>.73</td>
<td>.69</td>
<td>random forests</td>
</tr>
<tr>
<td></td>
<td>Kiel Corpus</td>
<td>scheduling</td>
<td>human-human</td>
<td>2</td>
<td>.89</td>
<td>.81</td>
<td>random forests</td>
</tr>
</tbody>
</table>

Table 5: Summary of methods and results as reported in various publications. Reported results are always best results in $F_1$ if available, and accuracy otherwise.
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