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Abstract

Sonorant segmentation of speech signals is critical in developing Automatic Speech Recognition (ASR) systems, audio search systems and for automatic segmentation of speech corpora. In this work, acoustic features based on excitation source and vocal tract system characteristics of sonorant sounds are proposed for segmentation of sonorant regions in continuous speech. The features are based on zero frequency resonator signal energy, strength of excitation and dominant resonance frequency around epochs. An algorithm is developed to relate these features in hierarchical manner using knowledge-based approach. The performance of the proposed algorithm is studied on three different datasets, at varying levels of degradation. TIMIT database is used to test the validity and AMI meeting corpus and Telugu (an Indian language) dataset are considered to test the utility of the proposed features.

Index Terms: Sonorant, non-sonorant, zero frequency resonator, epochs, zero time windowing.

1. Introduction

Sonorant refers to the sound that is produced with no sufficiently strong constriction so as to produce turbulent noise or stoppage of airflow [1]. The broad classes namely vowels, nasals and approximants are categorized as sonorants whereas fricatives, stops and non-speech regions are considered as non-sonorants [2]. Sonorant is an essential component of the speech signal as it corresponds to the robust, high signal-to-noise ratio (SNR) regions of speech. Even if the speech is highly corrupted by noise, most sonorant regions can still be clearly perceived by humans. Also, most of the information can be retrieved from sonorant regions [2]. Hence, robust segmentation of sonorant regions leads to improved Automatic Speech Recognition (ASR). Applications of sonorant segmentation are not limited to ASR but extend to tasks like automatic segmentation and labeling of speech corpora for speech synthesis, audio search and analysis of paralinguistic elements of speech like laughter, speech-laugh [3, 4] etc.

Sonorant segmentation forms the root node in the hierarchical tree for broad class segmentation of speech, where a broad class refers to a group of speech sounds sharing similarity in their speech production mechanism [5-9]. It is essential to segment the speech into sonorant regions with high accuracy to build reliable systems based on broad class segmentation of speech. In literature, sonorant segmentation was performed by using features such as Mel Frequency Cepstral Coefficients (MFCCs), knowledge-based acoustic features or a combination of both [2, 7-11]. Support Vector Machines (SVMs) trained using MFCCs were used to detect the sonorant segments [7]. Also SVMs, trained separately using MFCCs obtained in various noise environments, were connected adaptively to perform robust segmentation of sonorants [2]. Acoustic features extracted from the speech signal, which explicitly represent the knowledge about speech, were also used [8-11]. Various acoustic features like energies and ratio of energies in different frequency bands and integration of cues in different narrow bands were considered for the purpose of sonorant segmentation [8-10]. Combination of MFCCs and acoustic features was also considered for this task [11].

In most of the previous studies, spectral features are well exploited. But excitation source features also carry important cues to discriminate sonorants from other speech sounds. The main objective of this study is to define an acoustic feature set based on combination of both excitation source and vocal tract system characteristics for robust segmentation of sonorants in continuous speech. In this study, both excitation source and spectral features are extracted around epochs but not at the frame level. Epochs refer to the instants of significant excitation of the vocal tract system. Regions around epochs have high SNR values, and are relatively more robust to external degradations than other regions, making proposed features more reliable in noisy environments [12,13].

The paper is organized as follows: Section 2 describes the datasets used for analysis. Section 3 explains the method for epoch extraction and the acoustic features proposed. Algorithm used for automatic segmentation of sonorant regions is described in Section 4. Results are discussed in Section 5. Summary and conclusions are provided in Section 6.

2. Database

The datasets used to evaluate the performance of the proposed algorithm are TIMIT database [14], AMI meeting corpus [15] and Telugu (an Indian language) database.

A subset of the standard TIMIT database is used for analysis. To set the thresholds on the acoustic features, 100 ‘si’ and ‘sx’ utterances from TIMIT training set, spoken by 35 speakers (25 male and 10 female) are used. All the 1344 ‘si’ and ‘sx’ utterances in the TIMIT test set, spoken by 168 speakers (112 male and 56 female) are used to evaluate the proposed algorithm.

To evaluate the performance of the proposed approach on spontaneous speech, AMI meeting corpus is used. This corpus consists of 100 hours of elicited meeting recordings, where each meeting involves 4 speakers discussing on the project of designing a new TV remote controller. Each meeting session is of 30 - 35 minutes duration. All meetings are in English, but a large portion of the speakers are non-native English speakers. Audio is collected using individual lapel microphones and
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headset condenser microphones and also a series of array microphones. In this analysis, we used the headset condenser microphone data collected from each speaker. 200 utterances spoken by 50 speakers (35 male and 15 female), each of 1 - 3 seconds duration are manually sliced from the meeting recordings for ease of analysis. For evaluation purpose, each utterance is manually labeled at phoneme level based on the annotations provided with the AMI corpus. All non-verbal segments like laughter, cough etc., are discarded, but events like speech-laugh where speech co-occurs with laugh are retained.

A dataset consisting of Telugu (an Indian language) utterances is considered to evaluate the language dependency of the approach. This dataset consists of 100 predefined Telugu utterances spoken by 3 male and 2 female native speakers. All speakers are students of IIIT-Hyderabad. Each utterance is of 4 - 6 seconds duration, and is recorded in a quiet environment at a sampling rate of 16 kHz, using a standard headset microphone connected to a zoom handy recorder. Sonorant and non-sonorant boundaries are manually marked for all utterances.

In order to study the robustness of the proposed approach, white noise from Noisex database [16] is added to the above mentioned databases at various SNRs.

3. Epoch extraction method and acoustic features for sonorant segmentation

Zero frequency resonator (ZFR) output for the speech signal is used for accurate estimation of the epochs [12]. Zero frequency filtering (ZFF) approach involves passing the speech signal twice through a digital resonator having poles at zero frequency. The trend in the output of the ZFR is removed by local mean subtraction using a window of length equal to 1 - 2 pitch periods, to highlight the small fluctuations. The negative to positive zero crossings in the trend removed output are observed to be synchronized with the instants of glottal closure, called epochs. This method of epoch extraction was shown to be robust against different types of degradations even at very low SNRs. All the proposed acoustic features are extracted around epoch locations, as explained below.

3.1. Zero frequency resonator signal energy (α)

ZFR signal energy (α) is computed as the energy of the ZFR output within a window length of 2 msec, centered at every epoch location (1 msec on each side of the epoch). The absence of an increase in intra-oral pressure during the production of sonorants allows free vibration of the vocal folds [6]. This free vocal fold vibration produces higher energy concentration around epochs, resulting in higher α values in sonorant regions compared to non-sonorants as can be seen in Fig. 1(b).

3.2. Strength of excitation source (β)

The slope of the ZFR signal around epochs is proportional to the strength of excitation source (β). β values correspond to the rate of glottal closure [17]. Sonorants have sharper glottal closure due to lack of buildup in intra-oral pressure, resulting in stronger excitation of the vocal tract system [6]. Hence, β values are higher in sonorant regions compared to non-sonorants as shown in Fig. 1(c).

3.3. Dominant resonance frequency (DRF)

Spectral characteristics of the vocal tract system are extracted using zero time windowing (ZTW) approach, which involves multiplying the speech signal with a highly decaying impulse-like window to ensure high temporal resolution [18]. Spectral features derived using ZTW are further highlighted by exploiting the high resolution and additive properties of the Hilbert envelope of numerator group-delay (HNGD) function to generate the HNGD spectrum [19]. Using ZTW, spectral information can be obtained with high spectral and temporal resolutions at any instant of time, even for speech segments less than 5 msec duration. The frequency of dominant peaks in the HNGD spectrum represents the dominant resonance of the vocal tract system, thus is called as dominant resonance frequency (DRF) [19]. In this paper, the HNGD spectrum of the speech signal computed using a window length of 10 msec placed at epoch locations is used to extract the DRF values at epochs. The DRF values at epochs are lower and consistent for sonorants compared to non-sonorants as shown in Fig. 2(b). This is due to the lack of strong constriction in the production of sonorants [1]. Hence, the DRF values can be used as a reliable feature to discriminate sonorants from non-sonorants.
3.4. Dominant resonance strength ($\gamma$)

Dominant resonance strength ($\gamma$) is measured as the magnitude of HNGD spectrum at the DRF. There is no strong constriction formed during the production of sonorants [1]. This results in higher energy concentration around DRFs in sonorants, which is evident from the higher values of $\gamma$ in sonorant regions compared to non-sonorants as shown in Fig. 2(c).

3.5. Product of ZFR signal energy and dominant resonance strength ($\eta$)

The product of ZFR signal energy and dominant resonance strength ($\eta$) is computed at every epoch location by multiplying the value of ZFR signal strength ($\alpha$) at each epoch to the corresponding value of dominant resonance strength ($\gamma$) at that epoch as given in (1).

$$\eta[i] = \alpha[i] \gamma[i], \quad i = 1, 2, ..., N$$

where $\eta[i]$, $\alpha[i]$ and $\gamma[i]$ refer to the values of $\eta$, $\alpha$ and $\gamma$ at the $i^{th}$ epoch location, and $N$ refers to the total number of epochs.

3.6. Product of strength of excitation source and dominant resonance strength ($\delta$)

The product of strength of excitation source and dominant resonance strength ($\delta$) is computed at every epoch location as given in (2).

$$\delta[i] = \beta[i] \gamma[i], \quad i = 1, 2, ..., N$$

where $\delta[i]$, $\beta[i]$ and $\gamma[i]$ refer to the values of $\delta$, $\beta$ and $\gamma$ at the $i^{th}$ epoch location, and $N$ refers to the total number of epochs.

Distributions of features ($\alpha$, $\beta$, DRF, $\gamma$, $\eta$, $\delta$) for sonorant and non-sonorant segments for 100 TIMIT train utterances, spoken by 25 male and 10 female speakers are shown in Fig. 3. The distribution of features is represented in terms of probability of occurrence, which is obtained by dividing the number of feature values for each class (i.e., sonorants and non-sonorants) with the total number of samples considered for that class. Distributions of feature values for sonorants are concentrated more in one region and that for non-sonorants are concentrated more in a different region. This shows the ability of these features to discriminate sonorants from other regions of speech.

Table 1 gives the mean and variance values of the acoustic features for the 100 TIMIT train utterances. These values show that the acoustic features can classify sonorants from non-sonorants with a large margin. It is also evident from Fig. 3 and Table 1 that $\eta$ and $\delta$ values provide better discrimination between sonorant and non-sonorant classes compared to $\gamma$ values. Hence $\eta$ and $\delta$ are considered for sonorant segmentation, instead of directly using $\gamma$ values.

### Table 1: Mean and variance values of the acoustic features in sonorant and non-sonorant regions.

<table>
<thead>
<tr>
<th></th>
<th>Sonorants</th>
<th>Non-sonorants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>Variance</td>
<td>Mean</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.3229</td>
<td>0.2346</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.4771</td>
<td>0.2213</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0.1501</td>
<td>0.2092</td>
</tr>
<tr>
<td>$\eta$</td>
<td>0.1402</td>
<td>0.1883</td>
</tr>
<tr>
<td>$\delta$</td>
<td>0.1429</td>
<td>0.1902</td>
</tr>
</tbody>
</table>

4. Algorithm for automatic sonorant segmentation

A hierarchy based algorithm is employed for automatic sonorant segmentation in continuous speech. The thresholds on the features are decided based on the distribution plots shown in Fig. 3. Except DRF, all other feature values are normalized between 0 and 1. The algorithm for sonorant segmentation is explained as follows:

**Step 1:** The presence of significant glottal activity in sonorants compared to non-sonorant is captured by ZFR signal energy ($\alpha$) and strength of excitation source ($\beta$) features. The binary decision based on $\alpha$ and $\beta$ is computed as follows:

$$d_1[i] = \begin{cases} 
1, & \text{if } \alpha[i] > 0.02 \text{ and } \beta[i] > 0.05 \\
0, & \text{otherwise}
\end{cases}$$

where $\alpha[i]$, $\beta[i]$ and $d_1[i]$ refer to the values of $\alpha$, $\beta$ and the first sonorant evidence at the $i^{th}$ epoch location, respectively.

**Step 2:** The second level of evidence for discriminating sonorants from other regions in continuous speech is computed using DRF feature combined with the evidence $d_1$ obtained in step 1 as follows:

$$d_2[i] = \begin{cases} 
1, & \text{if } d_1[i] = 1 \text{ and } 150 < \text{DRF}[i] < 1300 \\
0, & \text{otherwise}
\end{cases}$$

where $\text{DRF}[i]$, $d_1[i]$ and $d_2[i]$ refer to the values of DRF, the first level evidence and the second level evidence at the $i^{th}$ epoch location, respectively.
5. Results and discussion

The performance of the proposed approach for sonorant detection in continuous speech is evaluated on the datasets described in Sec. 2. Performance is measured in terms of number of epochs/frames correctly detected in sonorant regions (true positive rate (TPR)), total number of correctly detected epochs/frames in both sonorant and non-sonorant regions (accuracy (Acc)) and to- tal number of spurious epochs/frames hypothesized as sonorant (false alarm rate (FAR))). Epochs derived using ZFR [11] explained in Sec. 3 and the sonorant/non-sonorant decision obtained from manual labeling are used to generate the reference epochs in sonorant and non-sonorant regions. In order to have a comparison with previous works [2, 7, 8], frame based results with frame length 10 msec and frame shift of 5 msec are also provided. Frames occurring after sonorant epochs are considered as sonorant frames, whereas those occurring after non-sonorant epochs as non-sonorant.

Tables 2 - 4 give the performance values obtained on the 3 datasets, i.e., TIMIT, AMI meeting corpus and Telugu dataset, respectively, added with white noise across various SNRs. It is noteworthy that the thresholds on the acoustic features are kept constant for all the 3 datasets at all SNRs. Results given in Table 2 for TIMIT database show that the proposed approach when compared to previous systems [2,7,8,11] performs equally well on clean speech but has a better performance at lower SNR levels. As given in Table 3, performance of the proposed algorithm on AMI meeting corpus, which contains conversational speech, is similar to that of the TIMIT database, which is read speech (Table 2), even at various SNRs. Also, the performance values given in Table 4 for Telugu language are similar to the results obtained for TIMIT and AMI meeting corpus. This shows that the proposed acoustic features are robust to external degradations and are also language independent.

Table 2: Performance of proposed algorithm for sonorant segmentation on TIMIT database, added with white noise across various SNR levels.

<table>
<thead>
<tr>
<th>SNR</th>
<th>Epoch based results</th>
<th>Frame based results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Acc (%)</td>
<td>TPR (%)</td>
</tr>
<tr>
<td>clean</td>
<td>93.95</td>
<td>94.47</td>
</tr>
<tr>
<td>10 dB</td>
<td>93.93</td>
<td>94.45</td>
</tr>
<tr>
<td>20 dB</td>
<td>93.87</td>
<td>94.39</td>
</tr>
<tr>
<td>30 dB</td>
<td>93.43</td>
<td>94.02</td>
</tr>
<tr>
<td>5 dB</td>
<td>92.37</td>
<td>93.07</td>
</tr>
<tr>
<td>10 dB</td>
<td>90.66</td>
<td>91.04</td>
</tr>
</tbody>
</table>

Table 3: Performance of proposed algorithm for sonorant segmentation on AMI meeting corpus, added with white noise across various SNR levels.

<table>
<thead>
<tr>
<th>SNR</th>
<th>Epoch based results</th>
<th>Frame based results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Acc (%)</td>
<td>TPR (%)</td>
</tr>
<tr>
<td>clean</td>
<td>90.84</td>
<td>91.53</td>
</tr>
<tr>
<td>10 dB</td>
<td>90.80</td>
<td>91.48</td>
</tr>
<tr>
<td>20 dB</td>
<td>91.64</td>
<td>91.30</td>
</tr>
<tr>
<td>10 dB</td>
<td>90.49</td>
<td>91.16</td>
</tr>
<tr>
<td>5 dB</td>
<td>90.78</td>
<td>91.82</td>
</tr>
<tr>
<td>10 dB</td>
<td>89.81</td>
<td>89.95</td>
</tr>
</tbody>
</table>

Table 4: Performance of proposed algorithm for sonorant segmentation on Telugu (an Indian language) dataset, added with white noise across various SNR levels.

<table>
<thead>
<tr>
<th>SNR</th>
<th>Epoch based results</th>
<th>Frame based results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Acc (%)</td>
<td>TPR (%)</td>
</tr>
<tr>
<td>clean</td>
<td>94.04</td>
<td>95.16</td>
</tr>
<tr>
<td>10 dB</td>
<td>95.99</td>
<td>95.09</td>
</tr>
<tr>
<td>20 dB</td>
<td>93.87</td>
<td>95.98</td>
</tr>
<tr>
<td>10 dB</td>
<td>93.75</td>
<td>95.86</td>
</tr>
<tr>
<td>5 dB</td>
<td>93.22</td>
<td>95.30</td>
</tr>
<tr>
<td>7 dB</td>
<td>91.93</td>
<td>94.56</td>
</tr>
</tbody>
</table>

Main source of error is in manual markings of the datasets used, particularly at the vowel boundaries. Most of the missed regions of sonorants are because of poorly articulated nasals, and those of false alarms are due to voice bars /b/ and /d/, which have similarities with nasals and approximants in a few situations.

6. Summary and conclusions

In this paper, acoustic features based on excitation source and system characteristics extracted around epochs, are proposed for robust segmentation of sonorant regions in continuous speech. An algorithm is developed to relate the proposed acoustic features in a hierarchical manner for sonorant segmentation. The algorithm has been validated on 3 different datasets i.e., TIMIT, AMI meeting corpus and Telugu language at various SNRs. Evaluation results show that the proposed method is robust to speaker, environment, style of speech (read or conversational) and language variations. Results obtained for sonorant segmentation are encouraging and motivated us to define robust acoustic feature for other broad classes like vowels, nasals etc., which forms our future work.
7. References


