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Abstract
In this paper, we propose a joint training approach to voice activity detection (VAD) to address the issue of performance degradation due to unseen noise conditions. Two key techniques are integrated into this deep neural network (DNN) based VAD framework. First, a regression DNN is trained to map the noisy to clean speech features similar to DNN-based speech enhancement. Second, the VAD part to discriminate speech against noise backgrounds is also a DNN trained with a large amount of diversified noisy data synthesized by a wide range of additive noise types. By stacking the classification DNN on top of the enhancement DNN, this integrated DNN can be jointly trained to perform VAD. The feature mapping DNN serves as a noise normalization module aiming at explicitly generating the "clean" features which are easier to be correctly recognized by the following classification DNN. Our experiment results demonstrate the proposed noise-universal DNN-based VAD algorithm achieves a good generalization capacity to unseen noises, and the jointly trained DNNs consistently and significantly outperform the conventional classification-based DNN for all the noise types and signal-to-noise levels tested. Index Terms: voice activity detection, deep neural network, feature mapping, joint training

1. Introduction
Voice activity detection (VAD) is a very fundamental preprocessing module for many speech applications, such as speech coding, speech recognition, speaker recognition, and spoken language identification. In the mobile internet era, most speech-activated devices use a push-to-talk function as a manual VAD to record speech, implying that high-performance VAD is still an unsolved problem in real-world scenarios, especially in non-stationary or low signal-to-noise ratio (SNR) environments. Recent VAD research could be traced back to the late 1950s [1]. For the past several decades, many approaches were investigated and they could be categorized into three broad classes. The first class focused on the study of different acoustic features or metrics, e.g., linear prediction coding (LPC) parameters [2], zero-crossing rate (ZCR) [3], periodicity measure [4], cepstral features [5], formant shape [6], the higher-order statistics of the LPC residual [7], the long-term spectral divergence (LTSD) [8], and fusion of multiple features [9]. The second class was the statistical model based VAD algorithm originated from Ephraim & Malah’s work for speech enhancement [10]. In [11], a Gaussian model was adopted for VAD with a decision-directed approach [12] to estimate the signal parameters. It achieved a better VAD performance over the conventional approaches. Later, the statistical model based approaches were improved by using soft decision schemes [13, 14], or other model assumptions, e.g., replacing the Gaussian by the Gamma and Laplacian distributions [15, 16]. The third class, often referred to as the so-called supervised learning approach, directly utilized classification models to discriminate speech against noise, instead of making model assumptions about the interaction between the speech and noise signals. Classifier designs, such as support vector machine (SVM) [17], conditional random field (CRF) [18], and non-negative sparse coding [19], have been investigated.

Recently, the deep learning techniques [20, 21] have been increasingly popular for many speech areas, e.g., speech recognition [22], speech enhancement [23, 24] and separation [25]. Several representative work for VAD were based on deep neural networks [26, 27, 28] and recurrent neural networks [29]. The deep learning approaches indeed could significantly improve the VAD performance compared with other classification models under the matched noise conditions. But the generalization capability problem to unseen noise conditions was not explicitly discussed and addressed in previous work. Inspired by the recent success to handle the unseen noises in speech enhancement [24], in this work first we propose a universal VAD based on deep neural network by using a large amount of diversified noisy data synthesized by a wide range of additive noises. But our preliminary experiments show that the classification DNN for VAD with only two-dimensional output can not handle the diversified noisy training data well and the performance of DNN is quickly saturated when using more than two hidden layers. Motivated by the recent work for noise robust speech recognition [30, 31, 32], we present a novel feature mapping front-end by using a regression DNN as a noise normalization module to estimate the clean speech features which make the VAD decision easier with the subsequent classification DNN. Furthermore, the feature mapping DNN can be jointly trained with the conventional classification DNN, namely the joint training of the front-end and back-end DNNs for VAD. Our experiments demonstrate the superiority of the jointly trained DNN for all unseen noise types and levels.

2. DNN Based VAD System Overview
The overall flowchart of VAD system is illustrated in Fig. 1. In the training stage, first the acoustic features of both clean speech and synthesized noisy speech training data are extracted. Multi-resolution cochleagram (MRCG) features are adopted, which are well verified for speech recognition [33] and VAD [28]. Then two DNNs, namely feature mapping DNN and the classification DNN, are trained. Please note that the stereo-data of clean speech and noisy speech MRCG features should be adopted to train the feature mapping DNN while only the noisy speech features are needed for the conventional classification DNN training. Finally a generic DNN can be generated by joint training of both feature mapping and classification DNN. In the
recognition stage, after the feature extraction of the unknown utterance, frame-level decision is first given by the generic DNN. To achieve better performance, a post-processing can be applied via a long-term smoothing of the multiple DNN outputs with a half-window size $\tau$. The classification DNN with post-processing is quite similar to the boosted DNN proposed in [28]. The main difference is the acoustic context information, namely the neighboring frames is directly integrated into the output layer of boosted DNN. The details of both regression and classification DNNs are elaborated in Section 3.

3. Jointly Trained DNNs

3.1. Conventional DNN Training of VAD

The conventional DNN for VAD is designed as a classification DNN where the output refers to the probabilities of two classes. The input of DNN is the noisy MRCG features with neighboring frames. The training of this DNN consists of unsupervised pre-training and supervised fine-tuning. The pre-training treats each consecutive pair of layers as a restricted Boltzmann machine (RBM) while the parameters of RBM are trained layer by layer with the approximate contrastive divergence algorithm [21]. After pre-training for initializing the weights of the first several layers, a supervised fine-tuning of the parameters in the whole neural network is performed via a frame-level cross-entropy criterion. The main difference from other DNN approaches, e.g. [28], is the training data. In [28], only three noise types are used for training with a small amount of utterances and the noise types of the test set are the same as those of the training set. In this work, to designed a universal VAD robust to any noise environments, a large training set is formed by synthesizing the noisy speech data with a wide range of additive noises at different SNRs. And only the testing on unseen noises is conducted.

3.2. Feature Mapping

The viewpoint of the conventional classification DNN training is that the noise with other irrelevant variabilities might be implicitly normalized during the fine-tuning procedure. However, a single DNN even with deep architectures can not simultaneously perform irrelevant variabilities normalization and the content classification well, which is verified for noise robust speech recognition [31]. This observation should be well applied to our case due to the diversity of the training data consisting of many combinations with different noise types and levels. Furthermore, our preliminary experiments show that the performance of classification DNN for VAD with only two-dimensional output is easily saturated when using more than two hidden layers. To address these problems, we propose a novel feature mapping DNN as an explicit noise normalization module. The DNN architecture for feature mapping is shown in Fig. 2. This DNN acts as a highly non-linear regression function to map the noisy speech features to clean speech features. As for the training data, the pairs of noisy and clean speech data should be used, unlike in classification DNN, only the noisy speech data is needed. The training procedure of this regression DNN is similar to classification DNN, namely the RBM pre-training plus a supervised fine-tuning. The main difference of regression DNN training from classification DNN training is the objective function. We aim at minimizing mean squared error (MMSE) between the DNN output and the reference clean speech features:

$$E = \frac{1}{N} \sum_{n=1}^{N} \| \hat{y}_n^{n+\tau} - \hat{y}_n^{n+\tau} \|^2_2 + \nu_\|W\|^2_2$$

where $\hat{y}_n^{n+\tau}$ and $\hat{y}_n^{n+\tau}$ are the $D(2\tau + 1)$-dimensional vectors of estimated and reference clean MRCG features for the $n^{th}$ frame, respectively. $y_n^{n+\tau}$ is a $D(2\tau + 1)$-dimensional vector of input noisy MRCG features with the neighbouring left and right $\tau$ frames as the acoustic context. $W$ and $b$ denote all the weight and bias parameters. $\nu$ is the regularization weighting coefficient to avoid over-fitting. The objective function is optimized using back-propagation with a stochastic gradient descent method in mini-batch mode of $N$ sample frames. Please note that the acoustic context is also used in the DNN output which is similar to boosted DNN in [28]. All the input and output features are normalized with a global mean and variance of the noisy MRCG features of the training set.

3.3. Joint Training

The joint training procedure of two DNNs can be divided into two steps. The first step is to convert the classification DNN with the input of noisy MRCG features to the DNN with the input of estimated clean MRCG features, which is implemented via a simple fine-tuning of the original noisy DNN by only changing the input to the estimated clean MRCG features rather than the noisy MRCG features. After this step, it is very interesting to observe that the output of the feature mapping DNN
is exactly the same as the input of the newly updated classification DNN. So the second step is to concatenate two DNNs to a single generic DNN, which can be illustrated as in Fig. 3. We directly stack the classification layers on top of the feature mapping layers. The output layer of feature mapping and the input layer of classification is merged as one hidden layer in the generic DNN (or denoted as JT-DNN). It is noted that this is a hidden layer with a linear activation function while others are with sigmoid activation functions. Using the same object function as the classification DNN, all weight and bias parameters are then re-trained. After joint training, the generic DNN yields a better performance than two separated DNNs which can be explained as the feature mapping network is refined to enable a better classification performance rather than optimizing the original MMSE criterion.

4. Experiments and Result Analysis

4.1. Experimental Setup

Our experiments were conducted on the 16kHz clean utterances of the Aurora4 database [34]. As for the training data, all the 7138 utterances of the clean training set were used to synthesize the noisy speech with 115 noise types, including the public 100 noise types in [35], and 15 home-made noise types. Each synthesized noisy utterance is obtained by corrupting each clean utterance with one of 115 noise types at one of six noise levels of SNR, i.e., 20dB, 15dB, 10dB, 5dB, 0dB, and -5dB. For the test data, 40 clean utterances randomly selected from the 330 test utterances of Aurora4 were corrupted by three unseen noise types from the NOISEX-92 corpus [36], namely Babble, Factory, and Machinegun, at three SNR levels: 5dB, 0dB, and -5dB. The frame-level reference labels of each noisy utterance were generated by forced alignment on the corresponding clean utterance using the acoustic model trained on clean speech data. 768-dimensional MRCG features were extracted according to [28]. The area-under-ROC-curve (AUC) [37] was adopted as the evaluation metric. For both the regression DNN and classification DNN, sigmoid activation function was used and the regularization weighting coefficient $\kappa$ in Eq.(1) was 0.8. The other tuning parameters of DNN were set according to [38]. The half-window size $\tau$ for post-processing was 19.

4.2. Comparison between DNN and JT-DNN

Table 1 gives a performance comparison of different DNN based VAD approaches for the three unseen noise environments with different SNRs averaged on the test set. For the conventional classification DNN (denoted as DNN), two configurations of 2 and 3 hidden layers were compared. It seemed that increasing the number of hidden layers for the conventional DNN could not guarantee to yield consistent performance gain for unseen noise types. Actually we could only observe the improvements for Factory noise. This might be due to the different characteristics of unseen noises or the weird architecture of DNN with only two-dimensional output which could not handle the diversified training data well.

Two configurations of 2+1 (2 hidden layers for feature mapping DNN and 1 hidden layer for classification DNN) and 2+2 were designed for experiments of jointly trained DNNs (denoted as JT-DNN). It was obvious that JT-DNN achieved consistent and significant improvements of AUC performance for all the unseen noises with different SNRs, especially at low SNRs, e.g., AUC improved from 82.26% (DNN with 2 hidden layers) to 89.76% (JT-DNN with 2+2 configuration) at -5dB, which demonstrated the importance of the feature mapping DNN. Even the worst results of JT-DNN were still much better than the best results of DNN. For JT-DNN we observed the mixed results between 2+1 and 2+2, e.g., the better 2+1 results for Babble noise while much better 2+2 results for machine gun noise.

Overall, JT-DNN improved the generalization capability of DNN, which could be explained as that adding one hidden layer directly in the conventional DNN can easily lead to over-fitting (DNN with 2 hidden layers and 3 hidden layers) while adding the feature mapping layers to the conventional classification DNN could yield significant performance gain (DNN with 2 hidden layers and JT-DNN with 2+2 configuration).

The DNN and JT-DNN with the post-processing were denoted as DNN-PP and JT-DNN-PP, respectively. After post-processing, all the AUC results were improved as long-term information was used. And almost all the above observations without post-processing could be applied to the post-processing versions. It was interesting that at low SNRs, e.g., -5dB, the improvements from DNN with 2 hidden layers to JT-DNN with 2+2 are more significant for the post-processing case, e.g., for the Babble noise case, 86.48% to 89.22% with no post-
processing while 88.98% to 92.29% with post-processing. This indicated that with long-term information, JT-DNN could make more correct VAD decision than DNN at very low SNRs. Fig. 4 shows the ROC curve analysis for DNN with 2 hidden layers and JT-DNN with 2+2 configuration with/without post-processing for two unseen noise environments at two SNRs of 0dB and -5dB.

4.3. Comparison among Different Sizes of JT-DNN

Table 2 lists a performance comparison of different number of units in the hidden layers of JT-DNN with 2+2 configuration for two unseen noise environments with different SNRs averaged on the test set. Three configurations, namely 2048, 1024, and 512 hidden nodes, were compared. First, the decreasing of hidden nodes could lead to the degradation of AUC performance for all the unseen noises at different SNRs. But even for JT-DNN with 1024 hidden nodes which had less parameters than the DNN with 2 hidden layers and 2048 hidden units for each layer in Table 1, its performances with/without post-processing were still consistently better for all noise types and levels, especially at low SNRs, e.g., AUC improved from 82.26% to 88.68% for Factory noise at -5dB. This implied that the feature mapping module of JT-DNN could make the generic DNN more compact and effective.

5. Conclusions

In this paper, we have presented a universal DNN for VAD robust to any noise types. To address the diversity of the training data with a wide range of noise types and levels, a novel feature mapping DNN is built to estimate the clean acoustic features from the noisy acoustic features which can make the subsequent VAD decision easier. Joint training of feature mapping DNN and classification DNN can yield very promising VAD results compared with the conventional DNN training. As for the future work, we will focus on improving the practicability of our approach in both accuracy and efficiency.
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