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Abstract

In most of previous works on neural network based language models (NNLMs), the words are represented as 1-of-N encoded feature vectors. In this paper we investigate an alternative encoding of the word history, known as bag-of-words (BOW) representation of a word sequence, and use it as an additional input feature to the NNLM. Both the feedforward neural network (FFNN) and the long short-term memory recurrent neural network (LSTM-RNN) language models (LMs) with additional BOW input are evaluated on an English large vocabulary automatic speech recognition (ASR) task. We show that the BOW features significantly improve both the perplexity (PP) and the word error rate (WER) of a standard FFNN LM. In contrast, the LSTM-RNN LM does not benefit from such an explicit long context feature. Therefore the performance gap between feedforward and recurrent architectures for language modeling is reduced. In addition, we revisit the cache based LM, a seeming analog of the BOW for the count based LM, which was unsuccessful for ASR in the past. Although the cache is able to improve the perplexity, we only observe a very small reduction in WER.
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1. Introduction

The LM estimates the probability \( p(w_1^n) \) of a sequence of words \( w_1^n \). Such probability appears in the fundamental Bayes' decision rules of many language and speech processing tasks, including handwriting recognition, machine translation and ASR. Its incorporation is crucial for these systems to achieve state-of-the-art results. Since this probability can be factorized by the chain rule as follows, \( p(w_1^n) = p(w_1) \prod_{n=2}^{N} p(w_n|w_1^{n-1}) \) \text{(1)}

the task of language modeling becomes to estimate these conditional probabilities \( p(w_n|w_1^{n-1}) \). The conventional approach estimates these probabilities based on the relative frequencies of n-gram counts and a smoothing technique is applied to distribute probability to unseen events \([1,2]\). More recently, estimation of these quantities by neural networks (NNs) has been shown to produce state-of-the-art performance in many tasks. Previously, two types of NN architectures have been investigated for the LM: feedforward and recurrent NNs (RNNs). Early investigations were interested in RNNs \([3]\), but the experiments were limited to the sequence prediction of stochastic regular grammars and they were not used in a real ASR task. Within a real LM framework, the investigations on the FFNN LM have first shown improvements in PP and WER over the count LM \([4,5,6]\), the LM based on RNN was later reported to be more successful \([7,8]\) and the LM based on the improved architecture of RNN, LSTM-RNN LM \([9]\) has been shown to achieve today’s state of the art results in LM when interpolated to the count model. A number of works have compared these two types of architectures and most of them have shown that the RNN LM outperforms FFNN LM \([8,10,11,12]\). Some exceptions are \([13,14]\). However, in most of these works, the context length of FFNN LM is very limited. At most 10-gram \([13,12]\), often 4 or 5-gram FFNN LMs have been used by analogy to the count model, and have been compared to RNN LMs which are theoretically provided with infinitely long context. A possible reason for the previous absence of attempts to further increase the context size of FFNNs may be the inconvenience of the 1-of-N word representation for long word sequences.

In fact, in order to design a LM within a NN framework, words should be encoded as vectors. Most previous works on NNLM have represented words in the form of 1-of-N coding, also known as one-hot representation of words, which gives an index to each word in the vocabulary and a word is encoded as a vocabulary-sized vector with all coefficients set to 0, except the one at the index of the word to be encoded which is set to 1. A word sequence is therefore encoded as a sequence of 1-of-N vectors. In this paper, we investigate an alternative representation of a word sequence, known as bag-of-words, which is the sum of the 1-of-N vectors of the word sequence. While this representation discards the information about the word order, it provides a compact representation of long word sequences. It has been successfully used in text classification \([15]\) and in computer vision \([16]\). We investigate the effect of an additional BOW input feature on both FFNN and LSTM-RNN LM, with respect to the PP and WER for a large vocabulary continuous speech recognition (LVCSR) task in English.

In addition, we revisit the cache based LM \([17]\) for ASR in the last section. A number of works have been done to incorporate the long range dependencies to the n-gram count models. The techniques such as triggers \([18]\), skip n-grams \([19]\) and the cache based LM \([17]\) can be viewed as analogs of BOW for count LMs. The cache LM is well known to give large improvements in PP over the n-gram count model by interpolation, though it does not lead to WER improvements: we attempt to bring some clarifications by removing pruning related search errors and by reporting the PP of the cache LM which was exactly used to obtain a specific WER.
2. Word History Information in NNLMs: Model Architecture Review

2.1. Feedforward Neural Network LM

In a standard FFNN LM, the Markov property is assumed as for the n-gram count LM:

$$p(w_i|w_i^{t-1}) = p(w_i|w_{i-n+1}^{t-1})$$  \hspace{1cm} (2)

FFNN LM takes a fixed number of predecessor words in form of 1-of-N vectors as input. The architecture of a trigram FFNN LM is illustrated in Figure 1. In practice, the output layer of NNLMs is factorized with word classes [20] to reduce the computation: we omit this in the illustration to avoid heavy notations. The forward pass of a trigram FFNN is as follows: given the 1-of-N inputs \(w(t)\) and \(w(t-1)\) of two predecessor words \(w_t\) and \(w_{t-1}\), it computes

\[
x(t) = [Pw(t), Pw(t-1)]
\]

\[
s(t) = f(Ax(t))
\]

\[
y(t) = [p(w|w_t, w_{t-1})]_{w \in V} = g(Bs(t))
\]

where \(V\) is the vocabulary set, \(P, A, B\) respectively are weight matrices of projection, hidden and output layers. \(f\) is an element-wise sigmoid activation and \(g\) is the softmax function. We omit the bias terms for the shortcut. The only context information n-gram FFNN LM is provided with is the \((n-1)\) predecessor words and to extend FFNN to larger n-gram context, it requires to increase the size of \(x(t)\).

2.2. Recurrent Neural Network LM

As opposed to the FFNN LMs, RNN LMs only take one 1-of-N input corresponding to the previous word. Instead of taking a fixed length context, RNN stores the value of the hidden layer from the previous position \(s(t-1)\) as illustrated in Figure 2. The corresponding equations are obtained by replacing the Eqs. (3) and (4) in those of FFNN with:

\[
x(t) = [Pw(t)]
\]

\[
s(t) = f(Ax(t) + Rs(t-1))
\]

where \(R\) is a weight matrix of the recurrent connections. This structure provides the RNN with a theoretically infinite context. LSTM-RNNs are RNNs with improved architecture which also learn to control access to their internal memory depending on the context. We refer to [12] for details on this structure and the training of NNLMs.

3. Bag-of-Words Representation of Long Word History

The BOW of a word sequence is defined as the sum of 1-of-N representation of all words in the sequence. We investigate the

\[
y(t) = B
\]

\[
s(t) = f(Ax(t))
\]

\[
x(t) = [Pw(t), Pw(t-1)]
\]

\[
w(t) = [0 0 0 1 0]
\]

Figure 1: trigram Feedforward NNLM

Figure 2: Standard Recurrent NNLM (with projection layer)

Figure 3: trigram Feedforward NNLM with an additional BOW input

BOW as an alternative vector representation of word sequences.

We use the BOW feature as an additional input to the NNLM as illustrated in Figure 3. The architecture of NNLM with additional features have been previously suggested by [21]. In this framework, the BOW vector of context size \(L\), \(bow(t)\) is defined at each time step as:

\[
bow(t) = \sum_{i=0}^{L-1} w(t-i)
\]

\[
= bow(t-1) + w(t) - w(t-L)
\]

The equations of FFNN with BOW input are obtained by replacing Eq (3) by:

\[
x(t) = [Pw(t), Pw(t-1), P_B bow(t)]
\]

where \(P_B\) is the projection matrix for the BOW input. The same applies for RNN.

The BOW representation has one clear advantage over the 1-of-N representation, in particular for the FFNN LM: adding one more word in the context of the FFNN LM implies to increase the projection layer size by the feature size of one word. Even if the computational cost increases only linearly by this process, this is not appealing when considering a long context length, such as a 50-gram. The BOW representation can cover as many predecessor words as one wishes without further modifying the structure of the network.

Also, for the RNN LM, while theoretically the structure learns from the full word history, the question whether the presentation of an explicit long context to the input helps is unknown.

On the other hand, the drawback of the BOW is that it loses the order of the word sequence. A similar problem has been pointed out in [22] for the cache LM. They have introduced an exponential decay to express the distance of predecessor words from the current word. We adopted this approach for the BOW.
Therefore, the BOW vector with decay, \( \text{bow}_{\text{decay}}(t) \), is defined as follows:

\[
\text{bow}_{\text{decay}}(t) = \sum_{i=0}^{t-1} \gamma^i w(t - i)
\]

where \( \gamma \) is the decaying factor in \([0, 1]\). The effect of this factor is discussed in the experimental section.

4. Experimental Results

4.1. PP Experiments on Small Corpus: Treebank Corpus

We computed the PP of various NNLMs with an additional BOW input on the Treebank corpus. The statistics of this corpus can be found in Table 1. We trained the baseline 5-gram modified Kneser-Ney LM (mod.KN5) with discounts optimized on the development set [23]. A BOW with context size of 50 words and with decay factor of 0.9 was used. All NNLMs in this paper were trained using rwthlm [24] in which we implemented the BOW features. We trained all NNLMs for this corpus with 300 hidden nodes. For the projection layer, we took a total size of 400 for the 4-gram FFNN with BOW (from which 100 was for the BOW), 399 for the standard 4-gram FFNN and 200 for all LSTM-RNN LMs.

The PP results are presented in Table 2. The results show that the standard 4-gram FFNN can be improved significantly by the addition of long context provided in the form of a BOW with decay. The use of decay seems to be important for this corpus. The addition of BOW improves the standard 4-gram FFNN by 8% on the test PP. The interpolation of 4-gram FFNN with BOW with decay, with the mod.KN5 improves the baseline by 27%, achieving the test PP of 102.3, which is only higher by 5% relative than that of LSTM, 97.3. We observed that the incorporation of BOW degrades the LSTM performance.

For a reference, we added the performance of the standard RNN [8]. It is noteworthy that the FFNN with BOW with decay gives a PP close to that of the standard RNN.

<table>
<thead>
<tr>
<th>Corpus</th>
<th>Train</th>
<th>Dev</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treebank</td>
<td>930 K</td>
<td>74 K</td>
<td>82 K</td>
</tr>
<tr>
<td>Quaero English</td>
<td>50 M/3.1 B</td>
<td>40 K</td>
<td>36 K</td>
</tr>
</tbody>
</table>

Table 1: Corpora Statistics

<table>
<thead>
<tr>
<th>Corpus</th>
<th># Words</th>
<th>VOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treebank</td>
<td>930 K</td>
<td>10 K</td>
</tr>
<tr>
<td>Quaero English</td>
<td>50 M/3.1 B</td>
<td>150 K</td>
</tr>
</tbody>
</table>

Table 2: PP results on Treebank corpus for NNLMs with an additional BOW in the input. The PPs of standard RNNs are taken from [8]: the PPs on the development data were not provided.

4.2. English ASR Experiments

We conducted the experiments on the Quaero English LVCSR task\(^1\). The details of the corpus can be found in the Table 1. For the baseline, a 4-gram count LM with Kneser-Ney smoothing (KN4) [23], was trained. From the 3.1B full corpus, a 50M subset was selected to train the NNLMs, under the criterion of relevance indicated by the interpolation weights of KN4. For comparison, KN4 was trained on both the 50M and the 3.1B corpora. All NNLMs for this corpus have an output with class factorization. 1000 word classes were trained using exchange algorithm under the two-sided bigram criterion [25]. The ASR system used for this experiment is RWTH’s best system for the Quaero Evaluation 2013. For the acoustic model, multilingual bottleneck features were trained in sequence discriminative manner with the minimum phone error criterion and used in a tandem approach: we refer to [12] for more details on the ASR system. In order to do experiments on the cache LM presented in the next section, we worked with the manual segmentations. We rescored the lattices with the push-forward algorithm [26] implemented in [24]. We took one beam-pruning threshold and expanded the lattices during the rescoring.

All NNLMs were trained with the projection layer size of 300 for each word. Each type of NNLMs were trained for the hidden layer sizes of 100 and 500. In order to fairly assess the effect of the BOW, for all NNLMs, we chose the BOW’s projection layer size such that it has the same size as the feature of one word, while preserving the total size of the projection layer. A BOW with context size of 50 words and with decay of 0.9 was used. We trained bigram, 4-gram, 10-gram FFNNs and LSTM-RNNs with BOW input. Table 3 shows the PP results. It shows again that the BOW does not improve the LSTM-RNN while improving the FFNN. It is noteworthy that the 4-gram FFNN with BOW performed best among the FFNNs and that after interpolation with KN4, the PP of all FFNN LMs with BOW were close including the bigram case (the difference is larger in the case with 500 hidden layers).

The best overall eval PP achieved for a FFNN with BOW was 106.8 which is only 9% relative higher than that for the LSTM-RNN, 97.7. The WER results are presented in Table 4. It shows that with our best FFNN LM with BOW, an absolute improvement in WER of 0.9 from 11.7% to 10.8% over the count model was achieved, while the LSTM-RNN gave 10.2%.

In addition, we tested the rectifier linear unit [27] instead of the logistic function as the activation function of the baseline model was achieved, while the LSTM-RNN gave 10.2%.

5. Revisiting the Cache based LM

In the previous section, the improvements in PP using BOW input were successfully transferred into the WER improvement. While many empirical results exist on the close correlation between PP and WER [28, 29, 12], the cache LM, which can be viewed as an analog to the BOW for the count LM, was unsuccessful in ASR in the past, despite a large PP improvement. We shortly revisit this model.

5.1. Previous Works

The cache based LM has been first proposed in [17] and was used for ASR in [30]. Given the cache size \( L \), the unigram

\(^1\)Quaero Programme: http://www.quaero.org
Table 3: PP of NNLMs with an additional BOW in input. 50M columns contain the PP of models trained on 50M corpus. 3.1B Int. stands for the linear interpolation with the KN4 trained on 3.1B corpus.

<table>
<thead>
<tr>
<th></th>
<th>DEV</th>
<th>EVAL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PP</td>
<td>WER</td>
</tr>
<tr>
<td>KN4</td>
<td>132.7</td>
<td>13.9</td>
</tr>
<tr>
<td>Bigram FFNN</td>
<td>130.5</td>
<td>13.8</td>
</tr>
<tr>
<td>+BOW</td>
<td>111.4</td>
<td>13.2</td>
</tr>
<tr>
<td>4-gram FFNN</td>
<td>120.9</td>
<td>13.3</td>
</tr>
<tr>
<td>+BOW</td>
<td>107.0</td>
<td>13.0</td>
</tr>
<tr>
<td>10-gram FFNN</td>
<td>113.8</td>
<td>13.1</td>
</tr>
<tr>
<td>+BOW</td>
<td>107.6</td>
<td>13.1</td>
</tr>
<tr>
<td>LSTM-RNN</td>
<td>98.4</td>
<td>12.5</td>
</tr>
</tbody>
</table>

Table 4: PP and WER (in %) results for NNLMs (H=500) with an additional BOW in input. PP are those of models interpolated with KN4 trained on 3.1B.

<table>
<thead>
<tr>
<th></th>
<th>DEV</th>
<th>EVAL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PP</td>
<td>WER</td>
</tr>
<tr>
<td>KN4</td>
<td>132.7</td>
<td>14.1</td>
</tr>
<tr>
<td>Supervised</td>
<td>124.0</td>
<td>13.8</td>
</tr>
<tr>
<td>Unigram</td>
<td>117.3</td>
<td>13.6</td>
</tr>
<tr>
<td>Bigram</td>
<td>125.6</td>
<td>14.1</td>
</tr>
<tr>
<td>Dynamic</td>
<td>120.4</td>
<td>13.9</td>
</tr>
</tbody>
</table>

Table 5: PP and WER of cache LMs, interpolated with KN4 on Quaero English. Viterbi decoding.

6. Conclusions

In this paper, we showed that the BOW representation offers a better alternative to the 1-of-N encoding of words to provide a FFNN with a long context. The additional BOW input feature consistently improved the standard FFNN LMs and reduced the performance gap between FFNN and RNN in language modeling: we showed that the previous comparisons between FFNNs and RNNs were not fair in the sense that FFNNs were not provided with long enough context. This result reminds us that RNNs are originally FFNNs but with deep structure in time. At the same time, BOW was shown to reduce the LSTM-RNN LM performance, which shows that LSTM-RNN might store the long context in a better way through its implicit deep structure. The experiment with the cache LM was again not conclusive in itself. Still, it showed that NNLMs with BOW input do not seem to be analogous to cache LMs but learn more complex long dependencies which is useful for ASR. As future work, we want to investigate how the BOW feature behaves when the deep structure is provided. Also, we did not investigate the trade-off between including a context longer than the one we considered in this paper, and the decay factor, which could further improve the model with BOW.
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