Autonomous measurement of speech intelligibility utilizing automatic speech recognition
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Abstract

Measures of speech intelligibility are an essential tool for diagnosing hearing impairment and for tuning hearing aid parameters. This study explores the potential of automatic speech recognition (ASR) for conducting autonomous listening tests. In these tests (e.g., in the Oldenburg sentence matrix test employed here) the responses of participants are usually logged by a (human) supervisor. The target value is the speech reception threshold (SRT), i.e., the signal-to-noise ratio at which 50% speech intelligibility is achieved. We explore what ASR error rates can be obtained for such responses, and how ASR errors affect the measured SRT value. To this end, a speech database was recorded that contains utterances from 20 speakers and covers different levels of language complexity, ranging from simple five-word sentences to utterances as produced in typical human-human interactions during testing. While for the most complex speech material, the achievable SRT accuracy was not satisfactory, the ASR performance for sentences without out-of-vocabulary words was below 1.3% and hence sufficient to obtain a test-retest reliability of only 0.5 dB, which is identical to the reliability in human-supervised tests.

Index Terms: speech intelligibility, automatic speech recognition, speech reception threshold.

1. Introduction

Tests to measure the average speech intelligibility of a listener gain more and more importance in an aging society: For instance, about 17% of the German population exhibit a hearing impairment that needs to be compensated [5]. A smaller, but still considerably large proportion of 13% of US citizens aged 12 years or older is suffering from binaural hearing loss [11].

Apart from pure-tone audiograms, the speech reception threshold (SRT), i.e., the signal-to-noise ratio (SNR) at which 50% speech intelligibility is achieved, is the most important quantity in audiometry and hearing aid fitting. Unfortunately, SRT testing requires significant resources, since it is usually performed clinically with an expert logging the responses of the listener (who is asked to repeat the words he or she recognized from a stream of noisy words). The aim of this paper is to investigate the potential of SRT measurements based on automatic speech recognition (ASR) that do not require a supervisor and hence could facilitate access to SRT testing for the general public.

One successful approach to speech-based SRT testing is the use of matrix tests based on sentence lists that cannot be memorized. The first matrix test was designed by Hagerman [7] in Swedish and was based on random walks through a word matrix. A refined recipe for designing a matrix test that provides natural word transitions was proposed by Wagener et al. [19, 20, 21], which resulted in the Oldenburg Sentence test OLSA (where the name is derived from the German translation Oldenburger Satztest). During testing, the SNR is adapted based on the word score of a noisy sentence to obtain 50% word recognition rate, as shown in the example in Figure 1. The recipe was used to design matrix tests for a total of 14 different languages, e.g., English [6], Dutch [10], Italian [16], and Spanish [9]. A review of these tests is given in [12].

![Figure 1: Example for SNR values in an SRT measurement. Filled markers denote extreme values after which the maximum step width is decreased (Eq. 1). The solid line marks the measured SRT of -8.4 dB. Note that lower SRT values correspond to better performance in this test.](image-url)

By using a graphical user interface that shows all response alternatives, these tests are in principle suited for a closed-set format in unsupervised SRT measurements. For a purely acoustic measurement, this is not feasible. However, an acoustic-only ASR-based testing setup is desirable for testing children, visually-impaired people, and for phone-based testing. Further, since OLSA and its international counterparts have been compiled for a large number of languages, the ASR-based approach may also be used during regular (supervised) measurements when the audiologist does not speak the same language as the test subject, but could be assisted by ASR.

There are several services already established that provide a diagnosis via telephone or a smartphone app that can be used at home. In the context of ambient assisted living for instance, a system for classification of coughs was proposed in [18], which was later continued as a call-in service for remote diagnosis. A speech-in-noise test implemented as a smartphone app with graphical user interface called HearContrOl was presented in...
The actual speech reception threshold is then calculated by

\[
\text{SRT} = \text{SNR}_{\text{init}} + \sum_{k=1}^{K} \Delta S(k)
\]

with an initial SNR of 0 dB for tests with mono signals in additive noise, and typically \( K = 30 \) sentences. Trained normal-hearing listeners usually achieve an SRT of -8.4 dB in this test [22].

### 2.2. Matrix test speech data

As prerequisite for the experiments in this study, we recorded speech data that resembled the original OLSA matrix test, yet was comprised of utterances with varying levels of complexity. The amount of data for each set is reported in Table 1. The data falls into one of three categories:

- **Complete, random sentences** using the structure and vocabulary of the matrix test. Although this set is not sufficient to answer the questions posed in this study (since in every SRT measurement, there should be unrecognized/missing words), it is required to obtain representative acoustic models for a robust ASR system. The utterances exhibit a low complexity level and can be recognized with a simple left-to-right ASR model without skips.

- **Incomplete sentences** were recorded to simulate a listener’s response during an actual measurement session when the tested person is aware he or she is interacting with an ASR system. The utterances contain one to four words with the same order of grammatical functions as in the original OLSA.

- Additionally, a test set that very much resembles responses occurring in a human-human interaction when an OLSA measurement is performed was created. To compile a list of utterances, we analyzed audio recordings of actual OLSA measurements provided by HörTech gGmbH Oldenburg and searched for typical response formats, frequency of out-of-vocabulary (OOV) words, and other factors that could affect ASR. Both hearing-impaired and normal-hearing subjects usually participate in clinical measurements, some of which are familiar with the OLSA vocabulary while others are not. This was considered when selecting four representative patients who consented to being recorded. Based on the analysis, a realistic test list containing 500 utterances (mix of complete, incomplete, and OOV utterances) was created. 200 of those were transcripts of responses given during the original OLSA test.

The amount of required speech data was estimated in experiments based on the small vocabulary task Aurora 2 [8], in which we systematically increased the number of speakers/training utterances per word class and kept track of the word error rate of the Aurora 2 baseline system using Mel-Frequency Cepstral Coefficients (MFCCs) [3]. A probable application scenario for SRT testing is a relatively noise-free environment, since noise sources would not only hurt ASR performance, but also interfere with the SRT measurement. Therefore, clean training was performed with data from 2 to 110 speakers with a balanced number of male and female speakers in each training set. Each speaker produced each word approximately 23 times, i.e., the full training set corresponds to 2.5k word observations per word class. Error rates are reported in Figure 2 for clean and noisy utterances, where the WER for the noisy condition is an average of SNRs from 0 to 20 dB, as suggested in [8]. Scores for the clean test set were further analyzed by plotting the relative increase of word error rate related to the full test set with 110 speakers (lower panel in Figure 2). Compared to the
fully-trained system, the WER is increased by ca. 50% when only 460 word representations for each word class are used. For more than 1840 classes, the relative increase stays below 20%. Hence, we aim at 2000 word representations per class for the recordings of our database for autonomous SRT testing.

Figure 2: ASR error rates for an Aurora 2 system, trained with clean data from two to 110 speakers

20 native German speakers were recorded (10 male, 10 female, mean age 35.8 years, range: 21-60 years, standard deviation 15.3 years) in a sound-insulated booth designed for speech recordings using a Neumann KM184 microphone and an EDIROL UA-25 USB sound card recording at 44.1 kHz. For Set HH1, 17 of the 20 speakers recorded 100 sentences due to restricted recording time, while two speakers recorded the complete list of 500 sentences (Set HH2). A simple graphical user interface in Matlab was used to present sentences visually to speakers, and start and stop the actual recording that was performed with SoundMexPro, a toolbox for studio quality recordings in Matlab (HörTech GmbH, Oldenburg, Germany). Speakers were paid for their participation, and were instructed both verbally and in writing. On average, we collected 2200 recordings for each word in the OLSA test.

<table>
<thead>
<tr>
<th>Set name</th>
<th>No. of utts.</th>
<th>No. of speakers</th>
<th>Duration (hrs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complete</td>
<td>(C)</td>
<td>15,730</td>
<td>20</td>
</tr>
<tr>
<td>Incomplete</td>
<td>(I)</td>
<td>5,998</td>
<td>20</td>
</tr>
<tr>
<td>Human-human interaction</td>
<td>(HH1)</td>
<td>1,675</td>
<td>17</td>
</tr>
<tr>
<td>Human-human interaction</td>
<td>(HH2)</td>
<td>998</td>
<td>2</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>27,170</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Properties of the recorded matrix test speech data.

2.3. Speech recognition system

ASR experiments were performed using a hidden Markov model (HMM) implemented in Kaldi [14]. The training procedure for the backend was as follows: A class initialization was performed with a monophone-based alignment using standard MFCC features with deltas and double-deltas. A refinement of temporal class labels was obtained from a triphone training step which used 2.5k HMMs corresponding to triphone classes and a total of 15k Gaussians. Finally, the refined classes are employed to train a triphone model with spliced MFCC features as input (using a total of 4+4 context frames added to the center frame, resulting in 117-dimensional features). Features were transformed using Maximum Likelihood Linear Transform and Linear Discriminant Analysis with a downprojection to 40-dimensional feature vectors. The backend used 3k Gaussians in 264 HMMs. Training of the acoustic model was performed following a leave-one-out procedure, i.e., speech data of 19 speakers was used for training, while the remaining data was used as test material. This was repeated for all 20 speakers for experiments with Sets C and I, respectively. When testing Set HH2, training was performed with Sets C, I, and HH1, since HH1 alone does not contain sufficient training data. A garbage model was used for OOV words. The division of data resulted in speaker-independent recognizers for all experiments.

3. Results

3.1. Overall results

ASR error rates obtained with complete (C) and incomplete (I) sentences without out-of-vocabulary words are presented in Figure 3. Two speakers produced error rates that were at least 8 to 14 times higher than average, and 5 times higher than the next best result. Since the audio material of these speakers sounded normally, we suspect a systematic error and excluded the data from further analysis. The average WERs for Set C (0.66% ± 0.39%) and Set I (1.26% ± 0.09%) are rather low, which was to be expected for a small vocabulary task when no additional sources of noise or reverberation exist, and also shows that the amount of training data estimated based on Aurora 2 experiments is sufficient to obtain this good performance. The error rates observed for recognition of Set HH2 was found to be far higher with 22.7%. The main difference to the other test sets is that many utterances from this set resembling human-human interactions contain OOV words and do not share the very simple grammatical structure of Sets C and I. The question if these errors affect an SRT result when ASR is used to control test parameters is addressed in the next section.

3.2. Effect of ASR errors on measured speech intelligibility

The effect of ASR errors on an SRT measurement depends on a specific sequence of trials. For instance, the SRT is influenced by potential changes of the SNR, which on their part depend on the extreme values of the measurement curve: When local extreme values occur late in the measurement, the measurement curve cannot converge quickly. Hence, we constructed a conservative example with very late local extrema that are rarely observed in measurements, but may result in continuous reduction of the SNR, thereby delaying the first local minimum (Figure 1). The first local extremum is assumed for the 5th trial, whereas in typical measurements it reached after the second or third trial.

Further, we assume that no transcription errors occur when
the test is conducted by a human listener, since the test subject gives his or her response in an acoustically clean condition rendering errors in human-human communication extremely unlikely: For a digit recognition task of similar complexity, human error rates of 0.5% were observed for 5 dB SNR and 0% error for clean condition [13].

ASR errors will affect the percentage of correct words to be reported during measurement, i.e., the term \( P(k-1) \) in Eq. 1 that controls SNR changes. The deviation \( \Delta P \) from the true percent correct value \( P \) depends on how often an error occurs (the WER), and what the effect of an error is (because a higher number of word errors results in larger SNR changes). This effect is approximated by the factor \( \kappa \) that is defined as the ratio of erroneous words in misclassified sentences. For Set C, the average number of word errors for incorrect sentences was \( \kappa = 1.47 \), for Set I \( \kappa = 1.16 \) was found, and for Set HH2 we measured \( \kappa = 1.98 \). The maximum value of \( \Delta P \) should be 1, corresponding to the range or \( P(k-1) - T \) in Eq. 1, which is achieved with a normalization factor of 0.2 for five-word sentences. Hence we obtain

\[
\Delta P = 0.2 \cdot \text{WER} \cdot \kappa.
\]

For our conservative example in Figure 1, the worst-case scenario is that the ASR-induced errors have the same sign and sum up to the maximum measurement error \( \Delta \text{SRT} \):

\[
\Delta \text{SRT} = \sum_{k=1}^{K} \frac{f(m) \cdot \Delta P}{s},
\]

where the index \( m \) is implicitly increased after each local extremum (cf. shades of grey in Figure 1). With a standard value \( K = 30 \) and the definition of \( f(m) \) given above, we obtain \( \Delta \text{SRT} = 18.5 \cdot \Delta P/s = 18.5 \cdot 0.2 \cdot \text{WER} \cdot \kappa/s \). If our goal is to achieve the same accuracy obtained with supervised measurements, it follows that \( \Delta \text{SRT} \leq 0.5 \text{dB} \) and consequently \( \text{WER} \cdot \kappa \leq 2.05\% \).

We compare our experimental data to this target value and find that \( \text{WER} \cdot \kappa \) is sufficiently small for Sets C and I (with values of 0.97% and 1.46%, respectively) to obtain a very reliable estimate of the SRT. For the data set that resembles human-human interaction, we obtain \( \text{WER} \cdot \kappa = 14.9 \), i.e., the required reliability of SRT measurement cannot be reached with a maximal potential error of 11 dB.

4. Summary and discussion

In this paper we investigated the potential use of ASR for autonomous measurement of the speech reception threshold (SRT), which is one of the most important measures for diagnosis of hearing impairment and for optimizing hearing aid settings. A very accurate method for SRT measurement is the Oldenburg sentence matrix test OLSA that is typically conducted by an audiologist logging the subject’s responses. For an ASR-based test conduction, it is important to quantify the errors that occur for test responses. To this end, we recorded a speech database specifically for this study. Data was collected from 20 speakers and with different levels of complexity that either exactly follow the grammatical structure of matrix sentences (with possible skips over words, which is relevant for responding to partially masked sentences) or simulate responses given during a regular supervised measurement in a human-human interaction. The overall recognition rates for complete and incomplete sentences without out-of-vocabulary words were very low, with only 0.66% and 1.26%, respectively. For speech material that closely resembles test scenarios with a human supervisor however, the error rate was far higher with 22.7%.

There are several methods that could potentially lower ASR error rates, e.g., by adapting the system to the current speaker by maximum a posteriori (MAP) adaptation [4] or maximum likelihood linear regression (MLLR) [15]. Additionally, ASR training could be performed with a database suitable for large vocabulary continuous speech recognition; although one design criterion of the OLSA test was a representative phoneme distribution, it is likely that the identification of less frequent phones could profit from a larger amount of training data. This is especially important for recognizing out-of-vocabulary words (OOV) that contain phones with a low \( a\text{-priori} \) probability of occurrence. At the same time, this would allow to move away from using a garbage model for OOV words, which should result in a strong decrease of WER for Set HH2.

Our post-analysis has shown that the current ASR system’s performance is not sufficient for conducting SRT measurements with Set HH2. However, our analysis, which is based on a very conservative example for a complete measurement with 30 sentences, has shown that ASR is generally suitable for autonomous SRT measurements for test sets without OOV words. In fact, we have shown that a very low test-retest standard deviation below 0.5% can be achieved, which is in the same range that is obtained with a human test supervisor [21].

In future work, our findings could be combined with a dialogue system that provides feedback to the user and hence guides him or her through the testing procedure. For telephone-based testing, additional experiments need to be performed for analyzing the effect of monaural signal presentation via telephone channels. A huge advantage for the matrix test under consideration combined with ASR-based autonomous testing via telephone is the availability of the original test in 14 languages, which has a high potential of improving widespread access to an important diagnostic tool in audiometry.
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