Exploiting deep neural networks and head movements for binaural localisation of multiple speakers in reverberant conditions

Ning Ma¹, Guy J. Brown¹, Tobias May²

¹Department of Computer Science, University of Sheffield, Sheffield S1 4DP, UK
²Hearing Systems Group, Technical University of Denmark, DK - 2800 Kgs. Lyngby, Denmark
{n.ma, g.j.brown}@sheffield.ac.uk, tobjay@elektro.dtu.dk

Abstract
This paper presents a novel machine-hearing system that exploits deep neural networks (DNNs) and head movements for binaural localisation of multiple speakers in reverberant conditions. DNNs are used to map binaural features, consisting of the complete cross-correlation function (CCF) and interaural level differences (ILDs), to the source azimuth. Our approach was evaluated using a localisation task in which sources were located in a full 360-degree azimuth range. As a result, front-back confusions often occurred due to the similarity of binaural features in the front and rear hemifields. To address this, a head movement strategy was incorporated in the DNN-based model to help reduce the front-back errors. Our experiments show that, compared to a system based on a Gaussian mixture model (GMM) classifier, the proposed DNN system substantially reduces localisation errors under challenging acoustic scenarios in which multiple speakers and room reverberation are present.
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1. Introduction

Human listeners usually have little difficulty in localising multiple sound sources in reverberant environments, even though they must decode a complex acoustic mixture arriving at each ear [1]. In contrast, such adverse acoustic environments remain a challenging task for many machine localisation systems, even those employing more than two sensors, such as a microphone array [2].

The auditory system is able to exploit two main cues to determine the azimuth of a sound source in the horizontal plane: interaural time differences (ITDs) and interaural level differences (ILDs). Based on similar principles, binaural sound localisation systems using the ear signals of an artificial head have shown promising localisation performance [3, 4, 5, 6]. Such machine systems typically localise sounds by estimating the ITD and ILD in a number of frequency bands, and employing statistical models such as Gaussian mixture models (GMMs) to map binaural cues to corresponding sound source azimuths. In order to increase the robustness of binaural localisation systems in adverse conditions, multi-conditional training (MCT) can be performed. This introduces uncertainty of binaural cues into the statistical models, allowing them to accommodate to the influence of multiple sound sources and reverberation [4, 5, 6, 7].

Many previous binaural hearing systems have restricted localisation of sound sources to the frontal hemifield. However, if this constraint is relaxed then ITD and ILD cues are often not sufficient to uniquely determine the location of a sound [8]. Due to similarity of these cues in the front and rear hemifields, front-back confusions often occur if sound localisation is performed in the full 360° azimuth range. This problem has been noted in previous machine listening studies, such as [6]. Human listeners, however, rarely make front-back confusions because they also use information gleaned from head movements to resolve ambiguities [9, 8, 10]. This has inspired a few machine localisation systems to incorporate head movement. In [11] cross-correlation patterns were averaged across different head orientations in an attempt to remove front-back ambiguity when localising sounds in anechoic conditions. In [6], head movements were combined with MCT to achieve robust performance of sound localisation in reverberant conditions. The information gleaned from head movements was combined at the statistical model level. In [12], the effectiveness of different head movements was evaluated in a realistic acoustic environment that included multiple speakers and room reverberation. Rotating the head towards the target sound source was found to be the best strategy for minimising localisation errors, an observation that was also found in human sound localisation [13].

This paper presents a novel machine-hearing system that exploits deep neural networks (DNNs) and head movements for robust localisation of multiple speakers in reverberant conditions. DNNs [14] have recently been shown to be very effective classifiers, leading to superior performance in a number of speech recognition and acoustic signal processing tasks. Here, DNNs are used to map binaural features (obtained from a cross-correlogram) to the source azimuth. More specifically, entire cross-correlation functions are used as features (rather than just the time lag of the largest peak) since they provide rich information that can be exploited by the classifier. A similar approach was recently used by [15] for a binaural segregation task. However, their approach assumed that the target source was fixed at zero degrees azimuth, and therefore did not specifically address source localisation.

A binaural sound localisation model that exploits DNNs and head rotations is described in detail in Section 2. Section 3 describes the evaluation framework and presents a number of source localisation experiments. Section 4 presents localisation results and compares our DNN-based approach to a baseline method. Section 5 concludes the paper.

2. System

2.1. Binaural feature extraction
An auditory front-end was employed to analyse binaural ear signals with a bank of 32 overlapping Gammatone filters, with centre frequencies uniformly spaced on the equivalent rectangular bandwidth (ERB) scale between 80Hz and 8kHz [16]. Inner-hair-cell processing was approximated by half-wave rec-
tification. Afterwards, cross-correlation between the right and left ears was computed independently for each frequency channel using overlapping frames of 20 ms duration with a shift of 10 ms. The cross-correlation function was further normalised by an auto-correlation function at lag zero and evaluated for time lags in the range of ±1.1 ms.

Two features, ITDs and ILDs, are typically used in binaural localisation systems [1]. ITD is estimated as the lag corresponding to the maximum in the cross-correlation function. ILD corresponds to the energy ratio between the left and right ears within the analysis window, expressed in dB. In this study, instead of estimating the ITDs, the entire cross-correlation function was used as localisation features. This approach was motivated by two observations. First, computation of the ITD involves a peak-picking operation which may not be robust in the presence of noise. Second, there are systematic changes in the cross-correlation function with source azimuth (in particular, changes in the main peak with respect to its side peaks). Even in multi-source scenarios, these can be exploited by a suitable classifier (see also [17]).

When sampled at 16 kHz, the cross-correlation function with a lag range of ±1.1 ms produced a 37-dimensional binaural feature space for each frequency channel. This was supplemented by the ILD, forming a final 38-dimensional (38D) feature vector. Similar feature sets were also used in [15] for binaural speech segregation.

2.2. DNN-based localisation

DNNs were used to map the 38D binaural feature set to corresponding azimuth angles. A separate DNN was trained for each frequency channel. The DNN consists of an input layer, 8 hidden layers, and an output layer. The input layer contained 38 nodes and each node was assumed to be a Gaussian random variable with zero mean and unit variance. Therefore the 38D binaural feature input for each frequency channel was first Gaussian normalised, before being fed into the DNN. The hidden layers had sigmoid activation functions, and each layer contained 128 hidden nodes. The number of hidden nodes was heuristically selected as more hidden nodes add more computation and did not improve localisation accuracy in this study. The output layer contained 72 nodes corresponding to the 72 azimuth angles in the full 360° azimuth range (5° steps) considered in this study. The “softmax” activation function was applied at the output layer.

The neural net was initialised with a single hidden layer, and the number of hidden layers was gradually increased in later training phases. In each training phase, mini-batch gradient descent with a batch size of 256 was used, including a momentum term with the momentum rate set to 0.5. The initial learning rate was set to 0.05, which gradually decreased to 0.001 after 10 epochs. After the learning rate decreased to 0.001, it was held constant for a further 5 epochs. At the end of each training phase, an extra hidden layer was added before the output layer, and this training phase was repeated until the desired number of hidden layers was reached (8 hidden layers in this study).

Given the observed feature set \(x_{t,f}\) at time frame \(t\) and frequency channel \(f\), the 72 “softmax” output values from the DNN for frequency channel \(f\) were considered as posterior probabilities \(P(k|x_{t,f})\), where \(k\) is the azimuth angle and \(\sum_{k} P(k|x_{t,f}) = 1\). The posteriors were then integrated across frequency to yield the probability of azimuth \(k\), given features of the entire frequency range at time \(t\)

\[
P(k|x_t) = \frac{\prod_{f} P(k|x_{t,f})}{\sum_{k} \prod_{f} P(k|x_{t,f})}.
\]

Sound localisation was performed for a signal chunk consisting of \(T\) time frames. Therefore the frame posteriors were further averaged across time to produce a posterior distribution \(P(k)\) of sound source activity

\[
P(k) = \frac{1}{T} \sum_{t} P(k|x_t).
\]

The target location was given by the azimuth \(\hat{k}\) that maximises \(P(k)\)

\[
\hat{k} = \arg\max_{k} P(k).
\]

Previous studies [6, 5, 7] have shown that MCT features can increase the robustness of localisation systems in reverberant multi-source conditions. Here, the DNNs were trained on binaural MCT features created by mixing a target signal at a specified azimuth with diffuse noise at three different signal-to-noise ratios (SNRs) (20 dB, 10 dB and 0 dB). The diffuse noise consisted of 72 uncorrelated, white Gaussian noise sources that were placed across the full azimuth range (360°) in steps of 5°. Both the target signals and the diffuse noise were spatialised by using an anechoic head related impulse response (HRIR) measured with a Knowles Electronic Manikin for Acoustic Research (KEMAR) dummy head [18]. This approach was used in preference to adding reverberation during training, since previous studies (e.g., [5]) suggested that it was likely to give a classifier that performed well across a wide range of reverberant conditions.

2.3. Localisation with head movements

In order to reduce the number of front-back confusions, the DNN localisation model employs a hypothesis-driven feedback stage that triggers a head movement if the source location cannot not be unambiguously estimated [12, 6]. A signal chunk is used to compute an initial posterior distribution of the source azimuth using the trained DNNs. In an ideal situation, the local peaks in the posterior distribution correspond to the azimuth of true sources. However, due to early reflections and the similarity of binaural features in the front and rear hemifields, phantom sources may also be apparent as peaks in the azimuth posterior distribution. In this case, a random head movement within the range of \([-30°, 30°]\) is triggered to solve the localisation confusion. Other possible strategies for head movement are discussed in [12].

A second posterior distribution is computed for the signal chunk after the completion of the head movement. Assuming that sources are stationary before and after the head movement, if a peak in the first posterior distribution corresponds to a true source position, then it will appear in the second posterior distribution and will be shifted by an amount corresponding to the angle of head rotation. On the other hand, if a peak is due to a phantom source, it will not occur in the second posterior distribution. By exploiting this relationship, potential phantom source peaks are identified and eliminated from both posterior distributions. After the phantom sources have been removed, the two posterior distributions were averaged to further emphasise the peak corresponding to the true sources. The most prominent peaks in the averaged posterior distribution were assumed to correspond to the true source positions. Here the number of active sources was assumed to be known \textit{a priori}.
During evaluation, the sound source azimuth was varied in 5° steps within the range of $[-60°, 60°]$, as shown in Fig. 1. Source locations were limited to this azimuth range because the Surrey database only includes azimuths in the frontal hemifield. However, the system was not provided with information that the azimuth of the source lay within this range, and was free to report the azimuth within the full range of $[-180°, 180°]$. Hence, front-back confusions could occur if the system incorrectly reported that a source originated from the rear hemifield.

The GRID corpus [20] was used in this study to form one-talker, two-talker, and three-talker acoustic mixtures. Each GRID sentence is approximately 1.5 s long and of the form “lay red at G9 now” spoken by one of 34 native British-English talkers. The sentences were normalised to the same root mean square (RMS) value prior to spatialisation. For the two-talker and three-talker mixtures, the additional azimuth directions were randomly selected from the same azimuth range while ensuring an angular distance of at least 10° between all sources in a mixture. Each talker was simulated by randomly selecting sentences from the GRID corpus, which were different from the ones used for training. Each evaluation set included 100 acoustic mixtures.

Three localisation systems were evaluated: i) a baseline system based on GMMs as proposed in [6], which employed both ITDs and ILDs; ii) the proposed DNN system trained without the ILDs (i.e. with only the cross-correlation features); iii) the full DNN system trained with both cross-correlation features and ILDs. The GMM baseline system was trained using the same MCT features. The second system was included in order to determine the role of interaural timing vs. interaural level features in the proposed DNNs.

Head movements were simulated by computing source azimuths relative to the head orientation, and loading corresponding BRIRs for the relative source azimuths. Such simulation is only approximate for the reverberant room conditions because the Surrey BRIR database was measured by moving loudspeakers around a fixed dummy head.
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All three localisation models were tested with and without head movement as described in Section 2.3. When no head movement was used, the source azimuths were estimated from the entire duration of GRID sentences. When head movement was used, a signal chunk of 0.75 s long was taken to compute the first posterior distribution. The rest of the signal from each sentence was taken to compute the second posterior distribution after completion of the head movement.

The localisation performance was evaluated by comparing true source azimuths with the estimated azimuths. The number of active speech sources was assumed to be known a priori. For each binaural mixture, the gross accuracy was measured for each sentence by counting the number of sources for which the azimuth estimate was within a predefined grace boundary of ±5°.

4. Results and discussions

Table 2 lists gross localisation accuracy rates of all the systems evaluated for various sets of BRIRs in the Surrey database. When no head movement was exploited, the full DNN system produced substantial improvement over the GMM baseline across all test conditions. The improvement was particularly pronounced in the single-speaker localisation task, with the DNN localisation accuracy approaching 100% in both Room A and Room C. Across all speaker conditions the largest benefits were observed in Room B, where the direct-to-reverberant ratio is the lowest.

When ILDs were not included, however, localisation performance of the DNN system suffered greatly without head movement. The performance drop was particularly pronounced in the single-speaker localisation task, with the DNN localisation accuracy approaching 100% in both Room A and Room C. Across all speaker conditions the largest benefits were observed in Room B, where the direct-to-reverberant ratio is the lowest.

When ILDs were not included, however, localisation performance of the DNN system suffered greatly without head movement. The performance drop was particularly pronounced in Room A and B, where even the single-speaker localisation accuracy was below 80% (compared to ~90% accuracy for all other systems). Analysis of the types of produced errors sug-

---

Note our previous studies used the TIMIT corpus [21]. The choice of the corpus, however, did not have much effect on the performance of the binaural localisation systems.
Table 2: Gross accuracy in % for various sets of BRIRs when localising one, two and three competing speakers.

<table>
<thead>
<tr>
<th>System</th>
<th>Surrey Room A</th>
<th>Surrey Room B</th>
<th>Surrey Room C</th>
<th>Surrey Room D</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1-spk</td>
<td>2-spk</td>
<td>3-spk</td>
<td>1-spk</td>
<td>2-spk</td>
</tr>
<tr>
<td>GMM + Head Movement</td>
<td>92.6</td>
<td>86.3</td>
<td>72.3</td>
<td>87.5</td>
<td>77.6</td>
</tr>
<tr>
<td>DNN – No ILD + Head Movement</td>
<td>77.0</td>
<td>70.2</td>
<td>67.4</td>
<td>85.0</td>
<td>86.4</td>
</tr>
<tr>
<td>DNN – Full + Head Movement</td>
<td>99.9</td>
<td>92.1</td>
<td>97.7</td>
<td>90.9</td>
<td>97.8</td>
</tr>
</tbody>
</table>

When the head movement strategy was used, the performance of all the systems was considerably improved. As the white bars in Fig. 2 clearly show, the front-back error rates were substantially reduced for all systems. Most systems now made less than 1% front-back errors. The improvement was particularly pronounced for the “DNN – No ILD” system, which reduced the front-back error rates to less than 1.4% in all room reverberations for the single-speaker task. The benefit is clearly translated into overall localisation performance improvement, with the average accuracies for the “DNN – No ILD” system increased from 72% to 86%.

For the “DNN – Full” system the front-back errors were almost ready low for the single-speaker task, and the benefit of head movements was more apparent in the two-speaker and three-speaker localisation conditions. Table 2 shows that in such conditions the improvement due to exploitation of head movements was larger for the DNN-based system than the GMM-based baseline system.

The overall localisation accuracy of the full DNN system is close to 94%, and it consistently outperformed the GMM-based system across all the testing conditions.

5. Conclusions

This paper presented a computational framework that combines deep neural networks and head movements for robust localisation of multiple sources. The DNNs were able to exploit the rich information provided by entire cross-correlation functions. It was also found that including ILDs features produced significantly fewer front-back confusion errors when evaluated in a full 360° azimuth range under challenging acoustic scenarios, in which multiple speakers and room reverberation were present. The use of head rotation further increased the robustness of the proposed DNN-based system, which substantially outperformed a GMM-based baseline system.

In the current study, the use of DNNs allowed higher-dimensional feature vectors to be exploited for localisation, in comparison with previous studies [4, 5, 6]. This could be carried further, by exploiting additional context within the DNN either in the time or frequency dimension. The current study only employed the cross-correlation and ILD features. It is possible to complement the features used here with other binaural features, e.g. a measure of interaural coherence [22], as well as monaural localisation cues, which are known to be important for judgment of elevation angle [23, 24]. Visual features might also be combined with acoustic features in order to achieve audio-visual source localisation.

Finally, a limitation of the current study is that sources were assumed to be static. Future studies will relax this constraint and address the localisation and tracking of moving sound sources within the DNN framework.
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