Accounting For Uncertainty of i-vectors in Speaker Recognition Using Uncertainty Propagation and Modified Imputation
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Abstract
One of the biggest challenges in speaker recognition is incomplete observations in test phase caused by availability of only short duration utterances. The problem with short utterances is that speaker recognition needs to be handled by having information from only limited amount of acoustic classes. By considering limited observations from a test speaker, the resulting i-vector as a representative of short utterance will be uncertain; the shorter the duration, the higher the uncertainty. In recent studies, an uncertainty decoding technique has been employed in probabilistic linear discriminant analysis (PLDA) modeling in order to account for uncertain i-vectors. In this paper, we propose to extend uncertainty handling using simplified PLDA scoring and modified imputation. We experiment with a state-of-the-art speaker recognition system focusing on uncertainty caused by controlled utterance duration. The uncertainties after i-vector extraction are being propagated through pre-processing steps and both uncertainty decoding and modified imputation are considered. Our experimental results indicate improved equal error rate and detection cost attained by using uncertainty-of-observation techniques in dealing with short duration utterances.

Index Terms: speaker verification, duration, uncertainty decoding, modified imputation

1. Introduction
Automatic speaker verification, the task of accepting or rejecting an identity claim given an utterance of a speaker, has received lots of attention in the last 20 years [1]. One of the main reasons is the support of the National Institute of Standards and Technology (NIST) by organizing series of benchmarks, the speaker recognition evaluations (SREs) [2] starting in 1996. For each SRE, the task, the data and the evaluation metrics are supplied by NIST and after submission of recognition scores by participating sites, researchers share thoughts in a follow-up workshop. Before NIST SRE’12, the task was solely defined as speaker detection, whereas in SRE’12, the performance metric and evaluation condition resembles an open set speaker recognition task [3,4].

Most of the research in the speaker recognition area is devoted to find robust modeling techniques, capable of handling channel and inter-session variability [5–7]. The state-of-the-art method is now using a low-rank vector, the so-called i-vector, to represent an utterance based on total variability subspace modeling [7] and probabilistic linear discriminant analysis (PLDA) [8] to obtain a likelihood ratio in comparing an enrollment and test utterance. The acoustic feature distribution is captured by a universal background model (UBM) [9] and the subspace modeling techniques developed in the joint factor analysis approach [10] are utilized.

The uncertainty in i-vector extraction is a result of several factors, such as having noisy or very short speech signals. The effect of noise on acoustic features can be modeled by an uncertainty of short-time features which is then propagated to the following modeling stages [11–13]. The problem of incomplete observations in speaker recognition is posed as dealing with variable (short) utterance duration and several techniques has been proposed recently to compensate for this factor in the context of i-vector extraction [14–19]. The i-vectors extracted using a sufficient amount speech follow a standard normal distribution. However, as shown recently in [15,16], this is not the case when a considerable amount of uncertainty exists in the i-vector extraction.

Considering utterance duration as the source of uncertainty in i-vectors, we assume that a posterior distribution of i-vectors is provided. The i-vector extractor can produce i-vectors as the posterior distribution mean along with a covariance structure indicating the uncertainty in the extraction process [16]. This uncertainty can be propagated through the post-processing steps and integrated into PLDA using the uncertainty decoding (UD) technique [16,20,21]. Missing data marginalization and imputation has been successfully employed in robust automatic speech recognition in dealing with uncertain spectrogram components [22,23]. In this paper, we propose to use modified imputation (MI) [22] before PLDA model evaluation and compare the recognition performance under controlled utterance duration conditions with UD.

2. State-of-the-art system for Speaker Recognition
The speaker recognition system used in this paper follows the i-vector framework that was proposed in [7]. The i-vector is a compact representation of the speech utterance in a low-dimensional space. This space contains both speaker and channel/session variability so that a speaker- and session-dependent Gaussian mean supervector \( \mathbf{M} \) can be modeled as:

\[
\mathbf{M} = \mathbf{m} + \mathbf{T} \mathbf{w}
\]

where \( \mathbf{m} \) is the speaker- and session-independent mean supervector of the UBM, \( \mathbf{T} \) is a low-rank matrix that defines the low-dimensional space, and \( \mathbf{w} \) is the identity vector or so-called i-vector. The speaker- and session-dependent mean supervector in the i-vector speech representation is very similar to the joint factor analysis (JFA) speaker representation [24]. The main difference between the i-vector and JFA modeling is that JFA defines separate speaker and session subspaces, while these factors of variability are combined in a single space \( \mathbf{T} \) in the i-vector representation.

Probabilistic linear discriminant analysis is a probabilistic approach that models the i-vector distribution with a Gaussian
assumption [8]. Computed scores from the PLDA model are
directly in the form of a ratio of the likelihoods that the enroll-
ment and test i-vectors come from the same speaker and differ-
ent speakers, respectively. PLDA models the distribution of i-
vectors as the sum of Gaussians for the speaker-dependent term,
\( \mu + \Phi y_k \) and an utterance dependent term \( \epsilon_r \), with \( r = 1, \ldots, R \) utterances for a speaker \( k \) [8,25]. The overall mean of the training
vectors is denoted by \( \mu \) and \( \Phi \) is composed of the bases for
the between-speaker subspace. \( y_k \) is positioning the i-vector in
between-speaker subspace, and \( \epsilon_r \) is a Gaussian residual error
term with full covariance \( \Sigma \). A PLDA model \( q \) can be regarded as

\[
P(w_i|q) \sim \mathcal{N}(\mu, \Phi y_i, \Sigma),
\]

\[
P(y) \sim \mathcal{N}(0, I).
\]

In the context of PLDA model, the hypothesis testing
becomes the evaluation of the probabilities if the two i-vectors
\( w_1 \) and \( w_2 \), traditionally named as template and test, are
generated by the same speaker, \( H_1 \), or by different speakers,
\( H_2 \). This can be formulated as:

\[
s = \frac{P(w_1, w_2|H_1)}{P(w_1, w_2|H_2)},
\]

\[
P(w_1, w_2|H_1) = \prod_{i=1,2} \int P(w_i|q)P(y_i)dy_i
\]

\[
P(w_1, w_2|H_2) = \prod_{i=1,2} \int P(w_i|q)P(y_i)dy_i.
\]

It is shown in [26] and [25] that the likelihoods can be computed analytically as:

\[
s = \frac{\mathcal{N}(w_1; \mu_2, \Sigma_{w_2})}{\mathcal{N}(w_1; \mu_2, \Sigma_d)}
\]

where \( w_{12} \) is formed by stacking i-vectors \( w_1 \) and \( w_2 \) and \( \mu_{w_2} \)
by stacking \( \mu \) twice, and the covariance matrices for the same
and different speakers are obtained by using the matrix expressions:

\[
\Sigma_p = \begin{bmatrix}
\Phi \Phi^T + \Sigma & \Phi \Phi^T \\
\Phi \Phi^T & \Phi \Phi^T + \Sigma
\end{bmatrix}
\]

\[
\Sigma_d = \begin{bmatrix}
\Phi \Phi^T + \Sigma & 0 \\
0 & \Phi \Phi^T + \Sigma
\end{bmatrix}
\]

In practice, because of centring stage in the pre-processing of
i-vectors, the global mean of i-vectors is zero and the conven-
tional PLDA scoring can be written as

\[
s_{\text{PLDA}} = \frac{\mathcal{N}(w_{12}; 0, \begin{bmatrix} \Phi \Phi^T + \Sigma & \Phi \Phi^T \\ \Phi \Phi^T & \Phi \Phi^T + \Sigma \end{bmatrix})}{\mathcal{N}(w_{12}; 0, \begin{bmatrix} \Phi \Phi^T + \Sigma & 0 \\ 0 & \Phi \Phi^T + \Sigma \end{bmatrix})}
\]

3. Uncertainty Handling

As shown in Figure 1, the uncertainty in an i-vector \( w \) could be
a result of several factors which collectively result in deviat-
ing from optimal representation \( w^* \). Uncertainty decoding
 technique [20] is the state-of-the-art in handling uncertainty
within PLDA framework and in this paper, we propose modi-
fied imputation [22] as an alternative approach. In the UD
 technique, the enrollment utterance is considered to be accu-
rate (without uncertainty) and the uncertainty in test utterance
\( w \sim \mathcal{N}(w, \Sigma_w) \), represented by \( \Sigma_w \), is added to the noise
term covariance in evaluating the PLDA model [20]. This
means that we use Equation 1 and in calculating \( \Sigma_p \) and \( \Sigma_d \)
we use \( \Sigma + \Sigma_w \) for each test utterance. In this way, a fast scor-
ing would not be possible because the noise term would change
for every test utterance.

\[
P(\hat{w}|q) = \int P(\hat{w}|w)P(w|q)dw
\]

\[
= \int \mathcal{N}(w; \mu + \Phi y, \Sigma + \Sigma_w)\mathcal{N}(w; \mu, \Sigma + \Sigma_w)dw
\]

This implies that by assuming \( w_1 \) as enrollment (without un-
certainty) and \( w_2 \) as test i-vector (with respective uncertainty
\( \Sigma_{w_2} \)), the UD scoring becomes

\[
s_{\text{UD}} = \frac{\mathcal{N}(w_{12}; 0, \begin{bmatrix} \Phi \Phi^T + \Sigma & \Phi \Phi^T \\ \Phi \Phi^T & \Phi \Phi^T + \Sigma + \Sigma_{w_2} \end{bmatrix})}{\mathcal{N}(w_{12}; 0, \begin{bmatrix} \Phi \Phi^T + \Sigma & 0 \\ 0 & \Phi \Phi^T + \Sigma + \Sigma_{w_2} \end{bmatrix})}
\]

In order to perform modified imputation, we need to have ac-
cess to the mean vector of a speaker model. Since the speaker
factors are being marginalized in the conventional PLDA scoring,
it is not practical to apply modified imputation in the frame-
work of conventional PLDA scoring. Inspired by formulations
in [15,16], we employ the following simplified PLDA scoring
method dubbed as relative scoring (RS):

\[
s_{\text{RS}} = \frac{P(w_2|w_1, q)}{P(w_2|w_1, \Sigma) = \frac{\mathcal{N}(w_{21}; \mu_2, \Sigma_{w_2})}{\mathcal{N}(w_{12}; 0, \Phi \Phi^T + \Sigma + \Sigma_{w_2})}}
\]

In UD, the score \( s \) then calculated as

\[
s_{\text{UD}} = \frac{\mathcal{N}(w_{21}; \Sigma_{w_2})}{\mathcal{N}(w_{21}; 0, \Phi \Phi^T + \Sigma + \Sigma_{w_2})}
\]

For modified imputation (MI), we can modify [28] the test
i-vector \( w_2 \) as

\[
w_2^{\text{MI}} = (\Sigma_{w_2} + \Sigma)^{-1}(\Sigma w_1 + \Sigma_{w_2} w_2)
\]
4. Speaker Recognition Experiments

4.1. Experimental Setup

A schematic block diagram of the state-of-the-art speaker recognition system as used for experiments in this paper is shown in Figure 2. 19-dimensional Mel-frequency cepstral coefficients are extracted from frames of 20 ms windowed speech every 10 ms, appended with the frame energy and concatenated with $\Delta$ and $\Delta\Delta$ coefficients, resulting in 60-dimensional feature vectors [29,30]. The speech activity detector in [31] is employed to discard non-speech frames and feature warping [32] is applied on the final features. In the truncation process for the experiments in this paper, feature warping is applied after truncation.

A gender-dependent universal background model (UBM) [9] with 2048 components is trained using a subset of NIST SRE 2004–2006, Switchboard cellular phase 1 and 2, and Fisher English corpora. To factorize the GMM mean supervectors, the total variability space [7] is trained with the same data as for the UBM with 400-dimensions. In post-processing the utterance-level i-vectors, we use a linear discriminant analysis projection to enhance separability of classes (speakers) and to reduce the i-vector dimension to 200. Prior to PLDA modeling, we remove the mean, perform whitening using within-class covariance normalization (WCCN) [6] and normalize the length of i-vectors to lie on unit sphere [27]. We use multi-condition training in finding LDA and PLDA parameters with multiple duration (truncated versions) of the same utterance [4, 14].

The enrollment i-vectors are not truncated. We average over multiple i-vectors per speaker in enrolment in order to produce the speaker template. The truncation is applied by using the first $N$ features of each test segment to produce effective duration of 5, 10, 20 and 40 seconds. We employed the file lists of I4U developed in preparations during the NIST SRE’12 evaluation period [29]. The file lists are modified by excluding the segments that are less than 40 seconds long, in order to fit the truncation experiments in this paper. For the sake of tractability, the experiments in this paper are performed on male speakers as the statistics is provided in Table 1.

### 4.2. Uncertainty Estimation

As mentioned earlier, the i-vector extractor can supply with a measure of uncertainty along with calculating the posterior mean. In order to avoid the question of accuracy of the uncertainty estimation of i-vector extractor, we provide a proof of concept study in this paper and define an oracle uncertainty for each i-vector. We define the oracle uncertainty value for each i-vector $w$ as

$$\Sigma_{w} = \text{diag} \left[ (w - w^*) (w - w^*)^T \right],$$  \hspace{1cm} (2)

where $w^*$ is the optimal realization of the current i-vector $w$. Such operation implies that we take into account the uncertainty in mean statistics estimation where $w^*$ would be the estimated mean statistics with enough many samples and the source of uncertainty in $w$, with limited observations, will be the incomplete data. In the speaker recognition paradigm, a long recording (3 minutes) of speech presents the underlying speaker much more accurately than a short recording (5 seconds). As in the truncation process we have access to the full duration of speech, the uncertainty caused by truncation is estimated as in Equation 2. We consider duration of the provided speech for authentication as the source of uncertainty in our experiments. However, using the same principal we can analyse the effect of noise where the optimal realization of an observation measured in noise could be the measurement made in clean condition.

### 4.3. Uncertainty Propagation

The set of post-processing steps of i-vectors including LDA and WCCN are linear transformations and as it is indicated in Fig-

<table>
<thead>
<tr>
<th>Num. of speakers</th>
<th>Num. of segments</th>
<th>Num. of trials</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>Test</td>
<td>Train Test</td>
</tr>
<tr>
<td>680</td>
<td>828</td>
<td>5475</td>
</tr>
<tr>
<td>6501</td>
<td>4801</td>
<td>44158.79</td>
</tr>
</tbody>
</table>

Table 1: Number of speakers, speech segments and trials in the modified I4U file list for male speakers in development set.
ure 3, it is straightforward to transform the uncertainty through these blocks. However, the last step of post-processing is a non-linear transformation. Length normalization $f(x) = x/|x|$ [21,27] is a simplified version of radial Gaussianization [33] which allows using Gaussian PLDA [34] in modeling i-vectors instead of dealing with heavy-tailed PLDA [35]. A Taylor series expansion of length normalization is suggested in [21] to enable passing the uncertainties through. A simplified version of first-order Taylor series expansion around the posterior distribution mean results in uncertainties that are scaled by the inverse of squared length. This is simply called length normalization (LN). The first-order approximation of transformation was called projected length normalization (PLN) as the respective operations presented in Figure 3.

4.4. Experimental Results

The results for speaker verification are presented in terms of equal error rate ($E_0$) and minimum of decision cost function $C_{det}^{\min}$. The detection cost function $C_{det}$ is computed using

$$C_{det} = C_{miss} \times P_{tar} \times P_{miss} + C_{fa} \times (1 - P_{tar}) \times P_{fa}$$

with $C_{miss} = 1$ and $P_{tar} = 1/1000$ as used in NIST SRE’10. In Equation 3, $C_{miss}, C_{fa}$ and $P_{tar}$ stand for cost of a miss, false alarm and prior probability of a target trial, respectively. The prior probability of a target trial determines target speaker presence in system evaluation phase. For the equal error rate ($E_0$) is then point on the receiver operating characteristic (ROC) curve where the probabilities of missed detection $P_{miss}$ and false alarm $P_{fa}$ become equal. The $C_{det}$ and $E_0$ values are computed using the BOSARIS toolkit [36] via Bayes error rate computation.

The experimental results are presented in Tables 2 and 3. Employing uncertainty decoding in context of conventional PLDA provides superior $E_0$ compared to other approaches. However, this comes at the cost of marginal increase in $C_{det}^{\min}$. The relative scoring scheme provides better performance in terms of $C_{det}^{\min}$. In light of our experiments, the choice of LN or PLN approximation for length normalization transform provides better performance for UD and MI, respectively. The results on full duration test utterances present no change across different techniques because of zero uncertainty according to our specific definition of oracle uncertainty in Equation 2.

5. Conclusions

The application of modified imputation in context of relative scoring is introduced for speaker recognition. The recognition performance is evaluated on NIST SRE corpora using i4U file lists and controlled duration is applied in test phase. Despite different mechanisms of operation, modified imputation (modifying input) performs on par with uncertainty decoding (modifying model). The significance decoding [28] as a more general case of modified imputation and uncertainty decoding can be considered in future research. The results in this paper provide a proof of concept for the efficiency of uncertainty handling using oracle uncertainties in modified imputation approach. The underlying effects of LN and PLN on choice of uncertainty handling technique are not clear at this point.
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