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Abstract

Speech enhancement employing Deep Neural Networks (DNNs) is gaining strength as a data-driven alternative to classical Minimum Mean Square Error (MMSE) enhancement approaches. In the past, Observation Uncertainty approaches to integrate MMSE speech enhancement with Automatic Speech Recognition (ASR) have yielded good results as a lightweight alternative for robust ASR. In this paper we thus explore the integration of DNN-based speech enhancement with ASR by employing Observation Uncertainty techniques. For this purpose, we explore various techniques and approximations that allow propagating the uncertainty of inference of the DNN into feature domain. This uncertainty can then be used to dynamically compensate the ASR model utilizing techniques like uncertainty decoding. We test the proposed techniques on the AURORA4 corpus and show that notable improvements can be attained over the already effective DNN enhancement.

Index Terms: ASR, Observation Uncertainty, Uncertainty Propagation

1. Introduction

As many other fields, speech enhancement has been recently struck by the newest wave of neural network based research. Deep Learning techniques have shown outstanding ability to learn the mapping from noisy speech to clean speech providing an straightforward data-driven method for speech enhancement when sufficient data is available.

Incorporating speech enhancement as a pre-processing stage to an Automatic Speech Recognition (ASR) system is a simple way to attain robustness. For clean speech trained ASR systems, such pre-processing compensates the environmental distortions present in real-world speech applications. For ASR systems trained with real-world data, enhancement reduces the variability of the acoustic space to be learnt. Another advantage of pre-processing is the possibility of utilizing the expertise of the active speech enhancement community. This is particularly important in Short-Time Fourier Transform (STFT) domain speech enhancement, were source independence, spatial filtering or signal sparsity can be exploited.

Conventional speech enhancement as e.g. Wiener [1] or Ephraim-Malah [2] filters is based on Minimum Mean Square Error (MMSE) estimation. MMSE methods are well understood and allow easy incorporation of prior knowledge or additional cues as e.g. spatial information in multi-channel settings [3]. On the negative side, they depend on proper estimation of the a priori parameters i.e. sufficiently good voice activity detection. An additional advantage of MMSE methods is the possibility of integrating them with the ASR system via Observation Uncertainty techniques. Techniques like Uncertainty Decoding [4] or Modified Imputation [5] can be used to dynamically compensate the acoustic models for the residual uncertainty after enhancement. Similar techniques are also applicable to deep learning based acoustic models [6].

Speech enhancement using deep learning is a purely data-based approach. It exploits the ability of neural networks to learn complex mappings from observed speech features e.g. noisy speech to clean speech features or ideal filter coefficients. Many approaches utilize larger versions of the old Multi-Layer Perceptron (MLP) model [7], often incorporating newly discovered initialization and regularization techniques. The so called Deep Neural Networks (DNN) [8] have been used to estimate Ideal Binary Mask (IBMs) or Ideal Ratio Masks (IRMs) [9]. Denoising Auto-Encoders (DAE) are another related option. These estimate directly a mapping from noisy to clean speech features. In [10], the log-amplitude of the clean STFT of speech is estimated. Other DAE approaches account for the time structure of speech through Recurrent Neural Networks (RNNs), [11] or Long-Short Time Memory (LSTM) networks [12]. These two last works estimate speech in the MFCC domain.

The objective of this work, is to attain integration of DNN-based speech enhancement with ASR systems by means of Observation Uncertainty techniques. This would provide this methods with the same advantage as classical MMSE methods including dynamic compensation of both Statistical and DNN-based acoustic models. This work is therefore related to previous works integrating MMSE estimators and ASR systems [13] as well as recent investigations on the residual uncertainty in DNN/MLP inference. We use the Gaussian Marginalization model developed in [14], to obtain a measure of estimate uncertainty in the context of speech enhancement. Furthermore, since this estimate concerns a matrix of binary random variables, we apply the Sparsity-based Uncertainty model introduced in [15] to attain uncertainty propagation into MFCC domain for IRM-based DNN estimation.

The reminder of the paper is as follows. Section 2 briefly reviews speech enhancement with DNNs. Section 3 deals with the modeling of uncertainty when using DNNs for speech enhancement with IRMs and how to propagate this into MFCC domain. Section 4 presents the experimental setup used to validate the presented approaches and finally Section 5 introduces the conclusions.

2. Speech Enhancement with DNNs

This work focuses on DNN speech enhancement based on mask estimation in STFT domain. In practice, for the purpose of ASR, mask estimation can be done in other domains as e.g. in Mel-domain [9]. The STFT domain is chosen for various rea-
sons. In the STFT-domain, properties like signal sparsity are known to hold well. STFT it is also the domain utilized for speech enhancement for human use e.g. hearing aids. Working in the STFT domain allows thus to benefit from progress in DNN speech enhancement techniques aimed for this purpose. The choice of STFT domain is also consistent with parallel works integrating MMSE speech enhancement with ASR [13].

Let $X \in \mathbb{C}^{K \times L}$ and $Y \in \mathbb{C}^{K \times L}$ denote the clean and noisy STFTs of a signal respectively. $L$ is the number of analysis frames and $K$ the number of frequency bins under half the Nyquist frequency. Under the assumption of signal sparsity, each Time-Frequency (T-F) element of $Y$ is going to hold either speech or noise. We can thus find an IBM that separates both signals [16]. In practice, rather than a binary decision, estimating mask of ratios between 0 and 1 yields often better results [9]. An IBM can also be interpreted as a probabilistic or uncertain estimate of an IBM. In other words, an estimate of the probability that a given T-F bin is occupied by speech. Under this view, an estimate of the amplitude of each clean T-F bin can be attained through

$$\hat{X}_{kl} = E\{|X_{kl}| | Y\} = p(\Lambda_{kl} | Y) \cdot |Y_{kl}| = G_{kl} \cdot |Y_{kl}| \quad (1)$$

were $(k, l)$ index frequency bins and frames respectively and $\Lambda_{kl}$ is a Bernoulli variable indicating speech presence.

When used for enhancement, a DNN must be trained to map features of $Y$ to $G$. The DNN model can be described as

$$\hat{G}_{kl} = f_N \circ f^{N-1} \circ \cdots \circ f^1 (\log(|Y|)) \quad (2)$$

where absolute and logarithm non-linearities act here element-wise. In practice, other features of $Y$ are often applied and only a context of frames is used to estimate each $\hat{G}_{kl}$. This is however omitted for notation simplicity. Each function in (2) corresponds to the operations involved in a layer and can be expressed as

$$\tilde{z}^{n-1}_{ji} = f_j(\tilde{z}^{n-1}) = \frac{1}{1 + \exp(-\sum_{i=1}^{l^r} W^{n-1}_{ij} \tilde{z}^{n-1}_{i})} \quad (3)$$

where $W^{n-1}$ are the weights of layer $n-1$. The context of frames at the input is usually stacked into a single vector.

Given a set of $L^r$ example frames of noisy speech $Y_t$ and corresponding target gains $G_t$, training is performed employing Stochastic Gradient Descent (SGD) [7] or any of its variants. Additional pre-training or regularization is also sometimes applied. The typical cost functions used for learning are either cross-entropy (CE)

$$\mathcal{F}^{CE} = \frac{1}{L^r} \sum_{t=1}^{L^r} \sum_{l=1}^{K} G_{kl} \cdot \log(G_{kl}) + \sum_{l=1}^{K} (1 - \hat{G}_{kl}) \cdot \log(1 - G_{kl}) \quad (4)$$

or Mean Square Error (MSE)

$$\mathcal{F}^{MSE} = \frac{1}{L^r} \sum_{t=1}^{L^r} \sum_{l=1}^{K} (\hat{G}_{kl} - G_{kl})^2 \quad (5)$$

Strictly speaking, the probabilistic interpretation of the estimated gain can only be employed when using the CE training criterion. In this case we have that

$$\hat{G}_{kl}^{CE} = p(\Lambda_{kl} | Y). \quad (6)$$

In practice, MSE training also produces a estimates in the same domain. Values close to 0.5 can also interpreted as uncertain although not in the same probabilistic sense.

### 3. Accounting for DNN Enhancement Uncertainty

#### 3.1. The Bernoulli Observation Uncertainty Model

For conventional MMSE enhancement methods, it is easy to see that an uncertain description of the signal after enhancement is already available. Any estimate performed with a Wiener filter has an associated variance equal to the residual Bayesian MSE [13]. This uncertainty is can be ignored during training and used at testing time for dynamic compensation with e.g. Uncertainty Decoding [4].

Similarly, the speech enhancement estimate coming from the DNN, when interpreted probabilistically, has an associated variance

$$\lambda_{kl} = \text{Var} \{ |X_{kl}| | Y \} = p(\Lambda_{kl} | Y) \cdot (1 - p(\Lambda_{kl} | Y)) \cdot |Y_{kl}|^2. \quad (7)$$

This corresponds to the scaled variance of the Bernoulli variable implied in the DNN. A propagation approximation for the Bernoulli uncertainty model was proposed at the second CHiME challenge [15]. This was used to propagate the uncertainty of a Wiener estimate interpreted as a binary mask under the sparsity assumption. Unlike in the approach presented here, in this work and in [17] the sparsity uncertainty is obtained from conventional MMSE methods. Here it is used to directly account for the natural uncertainty of DNNs as probabilistic model. This approximation, thus, allows to treat DNN speech enhancement in the same way as in MMSE methods in [13]. In other words, the uncertainty of enhancement is ignored during training, and applied during recognition for compensation.

#### 3.2. Accounting for the internal Uncertainty of Inference

The output layer of a DNN for IBM-based enhancement is still a sigmoid layer. It is thus not different from any intermediate layer of the DNN. In the same way that the output of the DNN is here considered as uncertain, any output of an internal layer can be considered as such as well.

In fact, it is well known that a DNN with sigmoid layers can be interpreted as a concatenation of multivariate Bernoulli models [8]. Exact Inference for such a model would be attained by marginalizing over all possible activations of each node of each layer. Inference can thus be expressed as

$$p(\Lambda_{kl} | Y) = \sum_{h_{N-1} \in H^{N-1}} \cdots \sum_{h_1 \in H^1} p(\Lambda_{kl}, h_{N-1}, \cdots, h_1 | Y). \quad (8)$$

This is, however, computationally prohibitive, since for each layer of the network we need to marginalize over the $2^{|H^l|}$ possible states of the Bernoulli variables, where $|H^l|$ is the number of nodes in that layer.

Conventional inference for a DNN, the so called forward pass, can then be seen as a coarse approximation of inference for this model, where the uncertainty at the output of each layer is
neglected. The marginalization can be then computed by propagating only the mean through the network, yielding a probabilistic interpretation for (3)

$$E[h^n | Y] = \frac{1}{1 + \exp(-\sum_{l=1}^J W_{il}^n)} E\{h^{n-1} | Y\}.$$  \hspace{1cm} (9)

Since we are choosing to consider the uncertainty at the output of the DNN, for enhancement purposes, it is also worth to consider the uncertainty in the intermediate layers. In [14] a closed form solution was presented to take into account the uncertainty in the intermediate layers.

The Gaussian Marginalization Multi-Layer Perceptron (GM-MLP) [14] assumes the large weighted sum of conditionally independent Bernoulli variables at the input of each layer to converge to a Gaussian distribution. The resulting forward pass formulas propagate not only the mean, but also the variance through the network. These correspond to

$$E[h^n_j | Y] \approx 2^\mu_j^n + \frac{1}{2} \log(2) \Sigma_j^n - 1 \cdot \Phi \left( \frac{\mu_j^n}{\sqrt{\Sigma_j^n}} - \log(2) \sqrt{\Sigma_j^n} \right) - 2^{\mu_j^n + \frac{1}{2} \log(2) \Sigma_j^n - 1} \cdot \Phi \left( \frac{\mu_j^n}{\sqrt{\Sigma_j^n}} - \log(2) \sqrt{\Sigma_j^n} \right) + 2^\mu_j^n \cdot \Phi \left( \frac{\mu_j^n}{\sqrt{\Sigma_j^n}} \right) \hspace{1cm} (10)$$

where $\mu_j^n, \Sigma_j^n$ are the first and second order statistics after each linear transformation of each layer, defined in [6, Eqs. 8.17]. The frame index $l$ has also been removed for simplicity of notation.

Finally the variance, is again that of a scaled Bernoulli variable

$$\text{Var}\{h^n_j | Y\} = \left(1 - E\{h^n_j | Y\}\right) E\{h^n_j | Y\}. \hspace{1cm} (11)$$

To obtain the mean and variance at the output of the network, we just need to take into account the equivalence $\Lambda_{kl} = h_k^n$.

4. Propagation of DNN Uncertainty into MFCC domain

4.1. Uncertainty Propagation for the Bernoulli Model

In the case of MMSE speech enhancement methods, the uncertainty after enhancement is characterized by a circularly symmetric complex Gaussian distribution. In order to propagate this uncertainty into MFCC domain, the log-normal assumption can be used, leading to a closed form solution for a MMSE-MFCC estimator [13]. The log-normal assumption also guarantees that the uncertain features in MFCC domain are Gaussian distributed with a known variance. This allows the use of techniques like Uncertainty Decoding [4].

As seen in previous sections, in the case of DNN-based IRM enhancement, the uncertainty model is a scaled Bernoulli distribution. For this observation uncertainty model, an approximate closed-form solution for propagation was derived in [15]. This is based on assuming that the weighted sum of Bernoulli random variables at the Mel-filterbank converges to a log-normal distribution. Upon this premise, the variance of the uncertain features in MFCC domain can be obtained as

$$\Sigma_{\text{MFCC}}^n \approx \sum_{j=1}^J T_{ij} T_{ij}' \log \left( \frac{\sum_{k=1}^K W_{jk} W_{jk} \mu_{ij}^\text{Mel} \mu_{ij}^\text{Mel}}{\mu_{ij}^\text{Mel} \mu_{ij}^\text{Mel}} + 1 \right) \hspace{1cm} (12)$$

where $i$ is the DCT index, $W_{jk}, T_{ij}$ are the Mel-filterbank and DCT coefficients respectively and

$$\mu_{ij}^\text{Mel} = \sum_{k=1}^K W_{jk} \cdot p(A_{kl} | Y) \cdot |Y_{kl}| \hspace{1cm} (13)$$

However, unlike for the circularly symmetric complex Gaussian model, the log-normal assumption is a coarse approximation. This leads to inaccuracies in the computation of the mean of the propagated variable. As in [15], it was empirically observed that neglecting the uncertainty at the Mel-filterbank stage, led to better results. The formula thus corresponds to

$$\mu_{ij}^\text{MFCC} \approx \sum_{j=1}^J T_{ij} \cdot \log \mu_{ij}^\text{Mel}. \hspace{1cm} (14)$$

4.2. Dynamic Compensation of Acoustic Models

Once the mean and variance have been propagated into MFCC domain, they can be used to compensate the acoustic models of the ASR system. Both closed form solutions for compensation of GMM-HMM [4] and DNN-HMM [6] acoustic models exist. In this work we limit ourselves however to GMM models. To evaluate the $q$-th mixture of a GMM model $p(x_{\text{MFCC}} | q)$ when the features are uncertain, we can replace the conventional likelihood by the expected likelihood obtaining

$$E[p(x_{\text{MFCC}} | q)] = \mathcal{N} \left( \mu_{\text{MFCC}}; \mu_q, \Sigma_q + \Sigma_{\text{MFCC}} \right). \hspace{1cm} (15)$$

5. Experimental Results

For reproducibility purposes, the AURORA4 [18] database was used both for the training of the DNN enhancement front-end and the ASR system. AURORA4 is a noisy version of the well known Wall-Street Journal medium vocabulary task of 5K words featuring read Journal news.

5.1. DNN Enhancement Training

In order to train a DNN enhancement system, parallel sets of corrupted and clean utterances are needed. For this purpose, the utterances corrupted only by additive noise in the multi-style and multi-noise training sets were used, amounting to a total of 5352 sentences. Compared to other DNN enhancement experiments on AURORA4, [9] only employed the multi-style set noises while [19] utilized both additive and channel distortions.

The DNNs were trained with log amplitude features utilizing both the noisy spectrum and a noise estimate attained through IMCRA [20]. The geometry was similar to that of [19] employing 3 hidden layers of 2000 units. The DNN was trained using SGD [7] with mini-batches of 400 examples and a learning rate of 0.05. A simple random initialization following
Table 1: AURORA4 enhanced clean speech training results in terms of WER. DNN enhancement trained with additive noises of multi-condition and multi-noise datasets. Best results highlighted in bold.

<table>
<thead>
<tr>
<th>Enhancement</th>
<th>01</th>
<th>02</th>
<th>03</th>
<th>04</th>
<th>05</th>
<th>06</th>
<th>07</th>
<th>av.</th>
<th>08</th>
<th>09</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>av.</th>
<th>Lav.</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Method</td>
<td>8.9</td>
<td>19.1</td>
<td>33.8</td>
<td>43.5</td>
<td>41.1</td>
<td>33.7</td>
<td>44.0</td>
<td>32.0</td>
<td>27.1</td>
<td>39.5</td>
<td>35.2</td>
<td>34.6</td>
<td>60.9</td>
<td>49.8</td>
<td>58.1</td>
<td>49.0</td>
<td>40.5</td>
</tr>
<tr>
<td>AFE</td>
<td>8.9</td>
<td>19.9</td>
<td>23.6</td>
<td>30.8</td>
<td>28.3</td>
<td>27.9</td>
<td>26.4</td>
<td>23.7</td>
<td>31.0</td>
<td>37.4</td>
<td>42.4</td>
<td>46.5</td>
<td>46.2</td>
<td>46.8</td>
<td>42.8</td>
<td>41.9</td>
<td>32.8</td>
</tr>
<tr>
<td>DNN (CE)</td>
<td>8.8</td>
<td>13.7</td>
<td>24.5</td>
<td>23.4</td>
<td>24.5</td>
<td>22.2</td>
<td>24.9</td>
<td>20.3</td>
<td>26.1</td>
<td>32.4</td>
<td>46.1</td>
<td>46.2</td>
<td>47.0</td>
<td>43.5</td>
<td>42.7</td>
<td>40.6</td>
<td>30.4</td>
</tr>
<tr>
<td>GM-DNN</td>
<td>8.5</td>
<td>13.6</td>
<td>22.6</td>
<td>22.1</td>
<td>22.9</td>
<td>20.7</td>
<td>25.4</td>
<td>19.4</td>
<td>25.6</td>
<td>32.6</td>
<td>42.3</td>
<td>42.2</td>
<td>45.3</td>
<td>41.6</td>
<td>41.8</td>
<td>38.8</td>
<td>29.1</td>
</tr>
<tr>
<td>DNN+UD</td>
<td>8.7</td>
<td>12.4</td>
<td>20.6</td>
<td>21.6</td>
<td>22.3</td>
<td>19.5</td>
<td>21.9</td>
<td>18.1</td>
<td>24.4</td>
<td>31.8</td>
<td>42.9</td>
<td>42.0</td>
<td>42.1</td>
<td>41.0</td>
<td>41.0</td>
<td>37.6</td>
<td>27.9</td>
</tr>
<tr>
<td>GM-DNN+UD</td>
<td>8.1</td>
<td>12.5</td>
<td>22.2</td>
<td>22.1</td>
<td>23.4</td>
<td>21.0</td>
<td>25.6</td>
<td>19.3</td>
<td>24.2</td>
<td>32.3</td>
<td>41.4</td>
<td>40.4</td>
<td>43.4</td>
<td>40.0</td>
<td>42.1</td>
<td>37.7</td>
<td>28.5</td>
</tr>
<tr>
<td>DNN (MSE)</td>
<td>8.4</td>
<td>15.4</td>
<td>25.1</td>
<td>23.4</td>
<td>24.5</td>
<td>21.7</td>
<td>25.2</td>
<td>20.5</td>
<td>28.0</td>
<td>35.6</td>
<td>45.8</td>
<td>45.5</td>
<td>47.0</td>
<td>43.5</td>
<td>43.8</td>
<td>41.0</td>
<td>30.8</td>
</tr>
<tr>
<td>DNN+UD</td>
<td>8.2</td>
<td>14.0</td>
<td>21.9</td>
<td>20.7</td>
<td>21.5</td>
<td>18.8</td>
<td>22.6</td>
<td>18.2</td>
<td>25.5</td>
<td>32.7</td>
<td>42.9</td>
<td>40.0</td>
<td>41.2</td>
<td>39.1</td>
<td>38.9</td>
<td>37.2</td>
<td>27.7</td>
</tr>
</tbody>
</table>

Table 2: AURORA4 enhanced multi-style training results in terms of WER. DNN enhancement trained with additive noises of multi-condition and multi-noise datasets. Best results highlighted in bold.

<table>
<thead>
<tr>
<th>Enhancement</th>
<th>01</th>
<th>02</th>
<th>03</th>
<th>04</th>
<th>05</th>
<th>06</th>
<th>07</th>
<th>av.</th>
<th>08</th>
<th>09</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>av.</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Method</td>
<td>13.7</td>
<td>12.0</td>
<td>17.2</td>
<td>21.9</td>
<td>19.6</td>
<td>17.5</td>
<td>22.2</td>
<td>17.7</td>
<td>24.1</td>
<td>25.8</td>
<td>33.9</td>
<td>35.3</td>
<td>37.5</td>
<td>37.2</td>
<td>36.4</td>
<td>32.2</td>
</tr>
<tr>
<td>AFE</td>
<td>10.1</td>
<td>13.0</td>
<td>18.2</td>
<td>21.8</td>
<td>20.2</td>
<td>18.0</td>
<td>20.3</td>
<td>17.8</td>
<td>23.1</td>
<td>26.6</td>
<td>32.3</td>
<td>34.8</td>
<td>36.1</td>
<td>32.9</td>
<td>34.0</td>
<td>31.4</td>
</tr>
<tr>
<td>DNN (CE)</td>
<td>10.6</td>
<td>11.4</td>
<td>15.8</td>
<td>19.2</td>
<td>17.4</td>
<td>15.5</td>
<td>16.5</td>
<td>15.2</td>
<td>22.1</td>
<td>27.3</td>
<td>32.3</td>
<td>34.8</td>
<td>36.1</td>
<td>32.9</td>
<td>34.0</td>
<td>31.4</td>
</tr>
<tr>
<td>GM-DNN</td>
<td>11.8</td>
<td>11.0</td>
<td>13.3</td>
<td>16.6</td>
<td>16.5</td>
<td>14.6</td>
<td>16.3</td>
<td>14.3</td>
<td>22.9</td>
<td>24.9</td>
<td>32.2</td>
<td>33.8</td>
<td>34.5</td>
<td>31.8</td>
<td>33.0</td>
<td>30.5</td>
</tr>
<tr>
<td>DNN+UD</td>
<td>10.4</td>
<td>10.9</td>
<td>14.9</td>
<td>18.3</td>
<td>18.4</td>
<td>14.6</td>
<td>17.6</td>
<td>15.0</td>
<td>21.5</td>
<td>25.3</td>
<td>32.2</td>
<td>36.2</td>
<td>36.4</td>
<td>33.4</td>
<td>34.0</td>
<td>31.4</td>
</tr>
<tr>
<td>GM-DNN+UD</td>
<td>11.5</td>
<td>10.9</td>
<td>13.3</td>
<td>16.5</td>
<td>16.5</td>
<td>14.6</td>
<td>15.7</td>
<td>14.3</td>
<td>22.0</td>
<td>25.6</td>
<td>31.4</td>
<td>33.6</td>
<td>34.5</td>
<td>32.1</td>
<td>33.5</td>
<td>30.4</td>
</tr>
<tr>
<td>DNN (MSE)</td>
<td>10.8</td>
<td>10.7</td>
<td>14.9</td>
<td>18.3</td>
<td>17.0</td>
<td>15.1</td>
<td>16.8</td>
<td>14.8</td>
<td>22.3</td>
<td>24.0</td>
<td>33.9</td>
<td>37.4</td>
<td>35.2</td>
<td>33.3</td>
<td>34.3</td>
<td>31.5</td>
</tr>
<tr>
<td>DNN+UD</td>
<td>10.4</td>
<td>10.8</td>
<td>14.3</td>
<td>17.9</td>
<td>16.8</td>
<td>14.7</td>
<td>16.4</td>
<td>14.5</td>
<td>21.3</td>
<td>25.2</td>
<td>32.4</td>
<td>35.1</td>
<td>34.3</td>
<td>30.5</td>
<td>33.1</td>
<td>30.3</td>
</tr>
</tbody>
</table>

The methods tested can thus be summarized as per-sentence batch, due to the use of CMS and single pass. As mentioned by other authors, the DNNs have in-domain knowledge, a unfair advantage over non data-driven methods, such as the AFE. Results for these methods are however provided for comparability purposes with other works. The main objective of the tests is to assess if the use of uncertainty can improve the already efficient DNN enhancement.

5.2. GMM-HMM ASR Training

The ASR system training was carried out using the Hidden Markov Toolkit (HTK) [23] and Vertannen’s recipe for WSJ0 [24]. Both clean training and multi-style training sets of 7138 sentences were used. The sampling frequency was 16KHz and speech enhancement was used during training. The test set used is AURORA4’s sennheiser microphone 166x14 sentence set. This includes 166 clean speech sentences and six corrupted versions using different additive from this set of noises, the first can be regarded as relatively stationary whereas the rest are non-stationary. A second set recorded from a distant microphone is also available. A version of the HTK toolkit modified to optionally perform uncertainty decoding was used.

5.3. Analysis of the Results

Tables 1 and 2 contain the results for clean and mixed training, respectively. Each table is divided into two vertical blocks containing the baselines, No Method, AFE, DNN (CE) and DNN (MSE) respectively and the proposed observation uncertainty approaches. As it can be seen from the results, the use of UD consistently improves the overall performance of the DNN by around a 10% relative for the clean training case. This improvement drops to around 3.5% in the case of the multi-condition set. It has to be taken into account, however, that both the DNN and the trained GMM-HMM system are noise-matched in this case. In similar conditions, sources of uncertainty other than DNN ones as e.g. [13, 15] perform worse or offer no improvement at all.

One unexpected result is that the MSE-trained DNN, despite performing worse than the CE-trained one, attains larger performances when combined with UD in clean training conditions. The opposite happens in multi-style conditions.

Another interesting result concerns the internal DNN uncertainty approach (GM-DNN). The GM-DNN is consistently better than the normal DNN. However, as in the MSE case, it attains smaller improvements when combined with UD in the clean training setup.

6. Conclusions

We have explored methods to account for the residual uncertainty of inference when using IRM-based DNN enhancement. Experiments show that consistent improvements can be attained over the already efficient DNNs when accounting for this uncertainty. Improvements are achieved both when Uncertainty Decoding is used for dynamic compensation and when the Gaussian Marginalization approximation is used for enhancement. Future work could explore the extension of this approach to auto-encoding neural network enhancement schemes as well as situations of higher noise mismatch.
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