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Abstract

It is common practice to concatenate several consecutive frames of acoustic features as input of a Deep Neural Network (DNN) for speech recognition. A DNN is trained to map the concatenated frames as a whole to the HMM state corresponding to the center frame while the side frames close to both ends of the concatenated frames and the remaining central frames are treated equally important. Though the side frames are relevant to the HMM state of the center frame, this relationship may not be fully generalized to unseen data. Thus putting more emphasis on the central frames rather than on the side frames avoids over-fitting to the DNN training data. We propose a new DNN training method to emphasize the central frames. We first conduct pre-training and fine-tuning with only the central frames and then conduct fine-tuning with all of the concatenated frames. In large vocabulary continuous speech recognition experiments with more than 1,000 hours of data for DNN training, we obtained a relative error rate reduction of 1.68%, which was statistically significant.

Index Terms: Deep Neural Network (DNN), Concatenated Frames, Bottleneck Feature (BNF), Large Vocabulary Continuous Speech Recognition

1. Introduction

A Deep Neural Network (DNN) can be used as a feature extractor for Gaussian Mixture Model-Hidden Markov Model (GMM-HMM) systems and Acoustic Models (AMs) for DNN-HMM systems in speech recognition \cite{1,2,3,4,5,6,7}. A DNN for speech recognition typically consists of an input layer that takes several concatenated frames of acoustic features, many hidden layers, and an output layer that predicts the HMM state corresponding to the center frame at the center of the concatenated input frames.

In speech recognition research, concatenating consecutive frames is a widely-used approach, referred to as acoustic context expansion. For example, in feature-space discriminative training, the posterior probabilities for preceding and succeeding frames are considered \cite{8}. However, several of the preceding and succeeding frames are averaged out and causes the center frame to be relatively emphasized.

In DNN for speech recognition, a fixed number of frames are concatenated for input and the concatenated frames are treated equally, as shown in Figure 1. Here, we call the few frames from both ends of the concatenated frames the side frames and the remaining frames the central frames. Considering that the output layer predicts the HMM state corresponding to the center frame, the concatenated frames as a whole are associated with the HMM state of the center frame. However, though the acoustic features of the side frames are related to the HMM state of the center frame, they may also contain irrelevant information. The relationship between the side frames and the HMM state of the center frame may not be fully generalized to unseen data. Therefore relying too much on the side frames rather than on the central frames has a risk of over-fitting to the DNN training data. In other words, emphasizing the central frames can reduce the risk of over-fitting.

In this paper, we propose a new method to emphasize the central frames in DNN training. We first conduct pre-training and fine-tuning with only the central frames. The resulting DNN relies on the central frames to predict the target HMM state. Then starting from this DNN, we conduct fine-tuning with all of the concatenated frames. Since the DNN after the first stage of fine-tuning can predict the target HMM state to some extent from just the central frames, the weights between the side frames and the units in the second layer become smaller after the second stage of fine-tuning, which reduces the risk of over-fitting to the training data.

The rest of this paper is organized as follows. Section 2 describes the proposed method in detail after summarizing the normal DNN training procedures. Then Section 3 explains the experiments that we conducted to show the advantages of the proposed method, followed by some investigations on the trained DNN. Finally Section 4 concludes this paper.

2. Proposed method

We first revisit a typical training flow of DNN for speech recognition. Then we describe our proposed method, two-stage fine-tuning, to emphasize the central frames. We also explain another approach to emphasize the central frames in which we introduce regularization on the weight updates between the side frames in the input layer and the units in the second layer. Finally, we introduce a related work that has a similar motivation.

2.1. Normal DNN training

Typical DNN training consists of two steps. The first step, pre-training, stacks the layers up to a pre-defined DNN topology with initializing weights. Recent advances in deep learning owe a lot to better weight initialization with unsupervised generative approaches, originally by Restricted Boltzmann Machines (RBMs) \cite{9} and more recently by a type of autoencoder \cite{10}. Instead of using unsupervised generative pre-training, supervised discriminative pre-training is also widely used in DNN training for speech recognition \cite{11,12,13,14}. Once the layers are stacked and the weights are initialized in the pre-training stage, fine-tuning that discriminatively updates the weights with error backpropagation using the cross-entropy objective function follows \cite{15}. To further boost the speech recognition accuracy, sequential training has been added recently, which we don’t address in this paper \cite{16,17,18,19}.
2.2. Two-stage fine-tuning

We propose a new DNN training method to put emphasis on the central frames, which corresponds to putting larger weights on the bold red connections in Figure 1. The motivation of the proposed method is that though the DNN represents the mapping between the concatenated frames and the HMM states of the center frame with treating all of the frames equally, the relationship between the side frames and the HMM state of the center frame may not be fully generalized to the unseen data and thus relying too much on the side frames has the risk of over-fitting to the DNN training data.

Figure 2 shows the overall procedure of the proposed two-stage fine-tuning. In the following explanation, we assume that 2n + 1 frames are used for the DNN input and the central 2m + 1 frames are emphasized as shown in Figure 1 where m < n.

Pre-training: We conduct pre-training by setting up a DNN with a topology that takes 2m + 1 concatenated frames at positions from −m to m as input. Please note that before pre-training, we initialized the weights with random values according to the normalized initialization introduced in [20].

First-stage fine-tuning: We conduct first-stage fine-tuning with 2m + 1 concatenated frames.

Weight initialization: We modify the DNN topology so that it takes 2n + 1 concatenated frames at positions from −n to n as input. In this process, we initialize the weights of the connections between the side frames and the second layer (which are depicted with dashed lines in Figure 1) by the same method used in the pre-training [20] while we keep the weights between the central frames and the second layer estimated in the first-stage fine-tuning. For other layers above the second layer, we keep the weights estimated in the first-stage fine-tuning.

Second-stage fine-tuning: We conduct second-stage fine-tuning with 2n + 1 concatenated frames while using the same training dataset as was used in the first-stage fine-tuning. Please note that all of the weights in the DNN are tuned in this step.

Since the second-stage fine-tuning starts from the DNN that predicts the target HMM state from the central frames to some extent, the side frames work secondarily in the DNN after the second-stage fine-tuning.

2.3. Regularization on side frames

We propose an alternative training method to put emphasis on the central frames instead of two-stage fine-tuning. The idea is to put regularization terms during the weight update of the connections between the side frames and the second layer. The weight w in the DNN is typically updated with a back-propagation algorithm as $w = w - \alpha \frac{\Delta w}{s}$, where $\alpha$ is a learning rate and s is the number of utterances in each mini-batch. In the proposed method, while we continue using the equation above for the center frame, we introduce a regularization term $\lambda$ for the connections between the other frames in the input layer and all of the units in the second layer as $w = w - \alpha(\frac{1}{2} \Delta w + \lambda w)$, where larger $\lambda$ is used for the frames further from the center frame.

This method uses 2n + 1 frames as input for the DNN from the beginning and doesn’t require fine-tuning twice.

2.4. Related work

[21] also pointed out that mapping the concatenated input frames to the HMM state of the center frame has drawbacks and proposed a method to predict the HMM states of the multiple frames rather than the center frame from the concatenated input frames. Though the motivation is similar, [21] takes care of the output side of the DNN while we focus on the input side of the DNN.
3. Experiments

We conducted Large Vocabulary Continuous Speech Recognition (LVCSR) experiments in Japanese to verify whether speech recognition accuracy is improved by using the proposed DNN training methods. First, we conducted preliminary experiments with 50 hours of training data with various configurations. Then we conducted large-scale experiments with more than 1,000 hours of training data to confirm the advantages of the proposed method. Finally, we investigated the weight magnitudes of the DNNs trained with the normal training method and the proposed method.

3.1. Experimental setup

We used 11 concatenated frames of 31 dimensional Mel-Frequency Cepstral Coefficient (MFCC) features for the input of the DNN. The DNN topology we used was an input layer of 341 (= 11 × 31) units, 5 hidden layers of 1,024 units, a bottleneck layer of 40 units, and an output layer of 3,000 units. We used the senone (tied triphone HMM states) for the target in the DNN training [22]. For the pre-training and fine-tuning, both used error backpropagation with a cross-entropy objective function. During DNN training, we prepared a held-out set and monitored the Phone Error Rate (PER) on it while controlling the learning rate using a recipe similar as [23].

After the DNN training was completed, we used the trained DNN for bottleneck feature (BNF) extraction [4, 5] and trained the GMM with the extracted 40-dimension BNFs from the bottleneck layer. For the GMM training, we conducted Maximum Likelihood (ML) training in the preliminary experiments in Section 3.2. In the large-scale experiments in Section 3.3, we conducted ML training followed by feature-space and model-space discriminative training [24, 25].

The training data and the evaluation data were recorded using mobile phones. The evaluation data has 2 tasks: Tasks 1 and 2 contain dictation type and voice search type utterances, respectively, with both sets containing more than 10,000 utterances.

We prepared the language models (LMs) and the lexicons for each task. The LM training corpora for each task consist of a total of more than 1 billion words and we linearly interpolated a word 4-gram model and a class 3-gram model [26]. The size of the lexicon for each task was almost 1 million.

The evaluation metrics we used were the Character Error Rate (CER) and Kana Error Rate (KER). For the CER, the reference transcripts and the recognized results were split into characters and compared character by character. For the KER, the reference transcripts and the recognized results were converted into Kana expressions and compared Kana by Kana. Please note that the Kana are Japanese characters that express approximate pronunciations. Since Japanese has ambiguity in the word segmentation and word spelling, we used CER and KER for Japanese LVCSR evaluation instead of the Word Error Rate (WER) that is widely used for English and some other languages.

3.2. Preliminary experiments

We conducted preliminary experiments using 50 hours of training data for the DNN and GMM training. For the baseline system, we used the normal training method that consists of pre-training and fine-tuning using all 11 concatenated frames.

The purpose of the preliminary experiments was to investigate how many central frames need to be trained in the pre-training and first-stage fine-tuning under the framework of the two-stage fine-tuning proposed in Section 2.2. Thus we first trained the DNNs with various numbers of central frames and then with all 11 concatenated frames.

The results are shown in Table 1. Except for the case of \( m = 0 \), we found accuracy improvements with the proposed two-stage fine-tuning. The best result was obtained when we set \( m = 2 \), so we first trained with the central 5 frames and then with all 11 frames, resulting in 1.85% CER reduction and 2.29% KER reduction on average for the 2 tasks. We conducted the large-scale experiment that appears in the next subsection with this configuration.

Please note that in both the first-stage and second-stage fine-tuning, we iterated the training until the PER on the held-out set was well saturated. Thus this improvement is not due to simply increasing the accumulated number of epochs.

Another purpose of the preliminary experiments was to confirm the effects of the regularization approach described in...
Section 2.3. We tried various numbers of regularization terms and the best result is shown in Table 1 when the regularization terms were set to $1e - 2$ for the frames at $\pm 5$, to $1e - 3$ for the frames at $\pm 4$, to $1e - 4$ for the frames at $\pm 3$, to $1e - 5$ for the frames at $\pm 2$, and to $1e - 6$ for the frames at $\pm 1$. We reduced the CER by 1.3% and the KER by 2.2% on average for the 2 tasks. However, this improvement was smaller than the improvement from the two-stage fine-tuning. Thus, we used the two-stage fine-tuning in the large-scale experiments in the next subsection.

3.3. Large-scale experiments

We conducted large-scale experiments using more than 1,000 hours of training data for the DNN and GMM training. For the baseline system, we used the normal training method that consists of pre-training and fine-tuning using all 11 concatenated frames. For the proposed two-stage fine-tuning, we first trained with the central 5 frames and then with all 11 frames, which was the best configuration in the preliminary experiment.

The result is shown in Table 2. We reduced the CER by 1.20% and the KER by 1.68% on average for the 2 tasks while obtaining consistent improvements for both tasks. These improvements were statistically significant and support the advantages of the proposed two-stage fine-tuning.

3.4. Analysis on connection weights

We investigated the connection weights between the input layer and the second layer in the DNNs trained with the normal training method and the proposed method in the large-scale experiments described in Section 3.3.

We calculated $a_i$, the average of the weight magnitudes of the connections between all of the coefficients in the frame at position $i$ and all of the units in the second layer. The definition of $a_i$ is

$$a_i = \frac{\sum_{d=1}^{31} \sum_{u=1}^{1024} |w_{du}|}{31 \times 1024},$$

where $w_{du}$ is the weight between the $d$-th coefficient of the input frame at position $i$ and the $u$-th unit in the second layer. Please note that the dimension of the input MFCC is 31, the frame position $i$ is from $-5$ to $5$, and the number of units in the second layer is 1,024.

The average weight magnitudes for the DNNs trained with the normal training method and the proposed method are shown in Figure 3 and Figure 4, respectively. By comparing the two figures, we can see that the proposed method increased the weight magnitudes for the central 5 frames at the positions from $-2$ to $+2$ and suppressed the weight magnitudes for the 3 side frames on both sides at the positions from $-5$ to $-3$ and $+3$ to $+5$. Our backgrounding idea to emphasize the central frames was realized by the proposed training method, as expected.

We noticed that the weight magnitudes at both ends were large in the original training method. By using the proposed method, the weight magnitudes at both ends were suppressed, but still large. There are two reasons for this. The first reason is that the frames at both ends contain the information of the more distant frames at the positions $\pm o$ where $o > 5$. The other reason is that the delta feature is important in speech recognition [27]. We only used the static features as the input for the DNN. The DNN automatically learns the delta features and the resulting weight magnitudes at both ends become large.

4. Conclusion

In this paper, we proposed a method to train a DNN while emphasizing the central frames. This was motivated by the idea that relying too much on the side frames in DNN training has a risk of over-fitting to the training data.

From our LVCSR experiments, we can conclude that the two-stage fine-tuning in which we first train the DNN with the central frames alone and then with all of the concatenated frames improved the speech recognition accuracy. Investigation of the weight magnitudes between the input and second layers confirmed that the proposed method increased the weight magnitudes for the central frames while it suppressed the weight magnitudes for the side frames.

We limited the number of fine-tuning stages to 2 in this paper. Gradually expanding the central frames such as training with 5, 7, 9, and then 11 frames in order might be worth trying. In addition, generally speaking, increasing the number of frames for DNN input improves speech recognition accuracy. Increasing the number of input frames with emphasizing central frames should also be explored.

We conducted experiments in which a trained DNN is used for BNF extraction. During the DNN training, we didn’t use any idea that is specific to BNF extraction. Thus our idea should be also applicable in DNN training for DNN-HMM systems.

We tried frame-wise cross-entropy training in this paper. Starting sequential training from better model improved by our proposed method might be beneficial, which is our future work.
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