Prosodic analysis of storytelling discourse modes and narrative situations oriented to Text-to-Speech synthesis
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Abstract

The generation of synthetic speech with a certain degree of expressiveness has been successful for some particular applications or speaking styles (e.g. emotions). In this context, there is a particular speaking style with subtle speech nuances that may be of great interest for delivering expressive speech: the storytelling style. The purpose of this paper is to define a first step towards developing a storytelling Text-to-Speech (TTS) synthesis system by means of modelling the specific prosodic patterns (pitch, intensity and tempo) of this speaking style. We base our analysis of a tale in Spanish on discourse modes present in storytelling: narrative, descriptive and dialogue. Moreover, we introduce narrative situations (neutral narrative, post-character, suspense and affective situations) within the narrative mode, which are analysed at the sentence level. After grouping the sentences into modes and narrative situations, we analyse their corresponding prosodic patterns both objectively (via statistical tests) and subjectively (via perceptual test considering resynthesized sentences). The results show that the statistically validated prosodic rules perform equally (or even better) than the original prosody in most sentences.

Index Terms: storytelling, prosodic analysis, narrative situations, TTS, Harmonic plus Noise Model

1. Introduction

Storytelling speaking style has been studied following quite different approaches for the analysis of the specific characteristics of stories and tales. For example, in [1] the authors analysed storytelling according to a common structure of tales (title, exposition, triggering event, a series of scenes, ending and epilogue), whereas in [2] the authors divided the tale into three discourse modes [3] (narrative, descriptive and dialogue), concluding that the storyteller prosody is influenced by discourse modes. In [4], tales and news reading styles were prosodically analysed and compared showing prosodic differences between both styles. In contrast to these global approaches, other works addressed the tale analysis at the sentence level. Specific narrative passages (global storytelling speaking style, increasing suspense and sudden suspense) were studied, modelled and synthesized in [5]. On the other hand, some works modelled the whole story following an emotional approach, for both analysis [6] [7] [8] and synthesis purposes [9] [10], while others only considered emotions for the characters of the story [11].

Nevertheless, none of these works offers a complete solution to deal with the prosodic analysis and modelling of the storytelling speaking style at the sentence level oriented to speech synthesis of all the expressive registers of a storyteller. The storyteller is the person narrating the tale, e.g., the story and the situations that the characters are experiencing. Optionally, he/she can interpret all/part of the characters turns too. To that effect, storytellers make use of a wide range of speech variability in order to convey the necessary expressiveness to capture the audience’s (generally, children) attention. For example, they may use rhythm changes or include pauses of different duration, add suspense to the voice, use much more variation of pitch and intensity than other speaking styles such as the newswreader speaking style, stretch some words, etc. [5]. Dialogues are also present in many novels and tales because it is a factor that can engage the audience in the story in a greater way as they can read/listen to the characters directly. Moreover, in oral communication the narrator may give different voices and emotional content to different characters to enhance realism and entertainment. In contrast, in the narrative and descriptive modes, more subtle nuances appear to convey the storytelling style.

In this work, we propose a first approach to cope with that issue performing a prosodic analysis of a story narrated by a Spanish storyteller based on storytelling discourse modes [2] [3]. However, we consider that the prosodic analysis should be conducted at the sentence level to capture all the potential expressive registers of a storyteller following a bottom-up approach. To that effect, we introduce new sub-modes (narrative situations) inside the narrative mode to cope with the sentence level analysis, which will be the basis for further synthesis purposes. Finally, we have chosen the main character of the story to analyse the dialogue mode using an annotation scheme based on basic emotions. After a two-phase analysis of the story at hand, the narrative situations are both objectively and subjectively validated by means of statistical significance analysis and a subsequent preliminary perceptual test considering the corresponding synthesis from the extracted prosodic rules. For the dialogue mode, we compare our results with other studies that have analysed basic emotions to observe if emotions in storytelling show equal or specific prosodic patterns. The obtained emotional rules are also tested in the synthesis phase.

This paper is structured as follows. Section 2 reviews related work on the analysis and synthesis of storytelling speaking style. In Section 3, the proposed approach for storytelling speech analysis is described. Next, the prosodic analysis is detailed in Section 4. Then, the perceptual evaluation with synthesis using the extracted prosodic rules is described in Section 5. Finally, some conclusions and future work are present in Section 6.

2. Related Work

The particular challenges of generating storytelling speaking style were discussed in [9], where the authors stumbled upon this problem as the Text-To-Speech (TTS) system of their embodied digital storyteller did not offered the desired expressive-
ness. According to the authors, the lack of flexibility of the considered TTS system was the main problem. Probably, the fact that the prosodic model was based on emotion profiles borrowed from the literature was also a relevant factor, since they are not entirely well-suited for recreating the storytelling speaking style (e.g., different approaches like [5] seemed to obtain better synthetic results). A later work by some of the authors (centred on interactive storytelling) also remarked that a main obstacle in their work was the synthetic quality of their TTS system [12]. In [13], similar conclusions were obtained on a project devoted to give a robot the ability to tell tales to children. The authors claimed that in storytelling there are particular expressive turns, such as different degrees of emphasis, changes of registers and tempo, different characters, etc., that must be included in the synthetic discourse.

As in [9], later works have linked basic emotions with storytelling. Emotional tags were used to analyze a storytelling speech corpus in [6], which led to a certain degree of correspondence with previously reported emotional acoustic profiles in the literature. Nevertheless, some particular contradictory results (as pitch decrease for anger) were also obtained. Moreover, emotional acoustic models borrowed from the literature were only used for characters from stories in [11]. Although the model was preliminary and needed further work, the synthetic results showed that the changed emotional fragments compared to the neutral fragments were mostly noticeably different, and five emotions were accepted at a reasonable rate.

In [5], the authors only modelled global storytelling speaking style and suspense situations (increasing suspense and sudden suspense). The resynthesized speech generated according to the obtained set of prosodic rules obtained good synthetic quality. However, the rules where highly preliminary because of the very small amount of data considered for the analysis (2 sentences for the sudden suspense and 1 sentence for the increasing suspense). Although the authors proposed a ‘global storytelling style’, we consider that there is still room for further research towards defining a truly general storytelling style.

A high level annotation scheme according to a common structure of tales (title, exposition, triggering event, a series of scenes, refrain and epilogue [14]), was used in [1] to analyse the prosody of the aforementioned tale sections. However, the authors pointed out that an annotation of affect and emotional tags at the sentence level would be necessary to refine their results. Furthermore, a high level prosodic analysis of a tale was also carried out in [2] in order to perform automatic classification of sentences. The authors labelled the text of a tale among narrative mode, descriptive mode and dialogue mode. The authors argued that prosody is used to mark discourse modes.

Taking these works into account, we base our analysis on storytelling discourse modes but going into the sentence level considering our final synthesis goal. Therefore, new sub-modes, denoted as narrative situations, have been defined as explained in Section 3. Then, a series of prosodic rules are extracted and validated (see Section 4).

3. Narrative situations and character emotions

How should one deal with the classification of text and expressive content in storytelling? Trying to categorize each sentence of a story into one specific basic or secondary emotion or attitude does not seem to be a very good idea. First, relating the narrative style to emotions seems inappropriate, as the narrator is not self-experiencing the emotions and it is not his/her intention to simulate them but to engage the audience in the story. Secondly, gathering a representative corpus for each emotional or attitude to look for speech correlates would be thoroughly intractable [15].

The annotation framework that is used in this work for the further generation of synthetic storytelling speech is based on discourse modes [2] [3]. Specifically, among all discourse modes (narrative, descriptive, argumentative, explanatory and dialogue), the fiction literature (storytelling) typically contains the narrative mode, the descriptive mode and the dialogue mode [2] [3]. In the literary field, the narrative mode is mainly used to inform the listener/reader about the actions that are taking place and affect the characters of the story. Therefore, this mode includes a great amount of text that a storyteller (an expressive one at least) conveys in different expressive registers typically at the sentence level.

The story analysed in this work is “Harry Potter and the Philosopher’s Stone” read by a Spanish male storyteller. For the indirect discourse, we have analysed the first chapter of the story, whereas for the study of the dialogue mode, we consider the interventions of the main character of the story (Harry Potter) extracted from the whole story. We followed a two-phase analysis method: a linguistic analysis and a subsequent perceptual refinement. The annotation at the sentence level of the text of the story was entrusted to two experts on text classification. They were instructed to classify sentences as descriptive mode, dialogue mode (Harry’s interventions) and narrative mode (see phase 1 of Figure 1).

For the narrative mode they were instructed to classify the sentences according to valence sub-modes (neutral, positive and negative sentences), since it is a useful representation for affective situations where the emotional state is not fully defined [16]. They also were asked to classify what we call post-character sentences. These situations correspond to sentences of indirect discourse immediately following a direct discourse (character intervention) with usually a declarative verb on the third person [17]. Sentences where the annotators did not agree (9.1% of the total number of sentences) were discarded for the second phase.

Once the sentences were classified from text, they were presented to two experts on speech technologies to further analysis (see phase 2 of Figure 1). A briefing with some examples of the different categories they had to listen was given beforehand. Since we are interested in modelling the prosody of the narrator, we consider that we cannot limit our annotation scheme to text and structure characteristics of stories and tales. Their observations were that the affective situations (sentences with positive and negative valence) were too heterogeneous perceptually, and needed a refinement based on activation. Therefore, they classified the affective sentences into Positive/Active, Positive/Passive, Negative/Active and Negative/Passive situations. In addition, they noticed that several neutral and negative sentences possessed a certain degree of suspense. These sentences seemed to possess a greater suspense and tension (expressed with a softer voice) typically caused by a strange event or something the characters of the story are unaware of, leaving the audience to think that something important may happen soon. After considering this fact, we decided to take them into account in the acoustic analysis as a new category: suspense situations. With respect to phase 1, 79% of the suspense sentences came
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In this section, we present the results of the prosodic analysis performed on the sentences collected and labelled after the two-phase process described in Figure 1. We analyse pitch, intensity and tempo. The parameter for modelling tempo is speaking rate (SR) in syllables per second without pauses. Pitch is represented with mean pitch (MP) and pitch standard deviation (PSD) in Hertz while for intensity, we extracted mean intensity (MI) in decibels. We used the speech analysis software Praat [18] to extract these prosodic parameters. In order to maximize the measurement precision of pitch, each sentence received optimal pitch floor and ceiling values computed with the MOMELO plug-in for Praat [19] (manually corrected if needed). On the other hand, the SR was measured with the ADoTeVA Praat plug-in\(^2\). The segmentation of the speech corpus into words, syllables and phonemes was carried out with the EasyAlign tool [20], and was manually corrected afterwards.

First, we analyze the indirect discourse, i.e., the narrative mode with its associated narrative situations and the descriptive mode. We select the neutral narrative situation as the reference category, so the results of the rest of categories are referenced to this one in terms of relative percentage difference. An independent samples t-test has been performed using the SPSS software to check significant differences with respect to the neutral narrative situation and between all categories with pairwise comparisons. From this statistical analysis we want to determine to what extent categories are different and which parameters are more significant. The p-value used includes a correction when equal variances can not be assumed.

The dialogue mode analysis shows the prosodic results of the basic emotions present in the main character of the story (Harry Potter). We compare these results with other studies that have analyzed acted basic emotions in order to observe if storytelling emotions show equal or specific prosodic patterns.
Table 2: Averaged results of the indirect discourse mode analysis. Statistical significance tests: * stands for p<0.05, while ** represents p<0.01. No * means no significant difference.

<table>
<thead>
<tr>
<th>Narrative mode</th>
<th>MP [Hz]</th>
<th>PSD [Hz]</th>
<th>SR [syll/sec]</th>
<th>MI [dB]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neutral narrative</td>
<td>104.0</td>
<td>31.0</td>
<td>7.7</td>
<td>71.0</td>
</tr>
<tr>
<td>Post-character</td>
<td>-22.3%**</td>
<td>-50.2%**</td>
<td>-12.1%**</td>
<td>-4.3%**</td>
</tr>
<tr>
<td>Suspense</td>
<td>-5.7%**</td>
<td>-19.0%**</td>
<td>-10.9%**</td>
<td>-4.3%**</td>
</tr>
<tr>
<td>Negative/Passive</td>
<td>-12.9%**</td>
<td>-35.3%**</td>
<td>-8.0%**</td>
<td>-3.8%**</td>
</tr>
<tr>
<td>Negative/Active</td>
<td>+7.9%*</td>
<td>-3.3%</td>
<td>-2.2%</td>
<td>+1.2%</td>
</tr>
<tr>
<td>Positive/Passive</td>
<td>-8.9%**</td>
<td>-20.2%**</td>
<td>-8.4%**</td>
<td>-2.6%**</td>
</tr>
<tr>
<td>Positive/Active</td>
<td>+18.3%**</td>
<td>+24.3%**</td>
<td>-5.5%**</td>
<td>+2.5%**</td>
</tr>
<tr>
<td>Descriptive mode</td>
<td>+1.0%**</td>
<td>+10.0%**</td>
<td>-8.7%**</td>
<td>+0.3%</td>
</tr>
</tbody>
</table>

4.1. Indirect discourse results

Prosodic results for the narrative and descriptive modes are shown in Table 2, where they are referenced with respect to the neutral narrative situation. The statistical analysis is also depicted in Table 2 and the rest of statistical significance comparisons are shown in Table 3. The first global conclusion that arises from the results is that, in general, SR is not significantly different across categories. The analysed storyteller shows a fast SR for neutral narrative and Negative/Active situations, whereas in the rest of situations a slow SR is manifested, probably to allow the audience (children, in general) to follow the story.

Post-character sentences obtained the lowest averaged pitch and intensity values, which is in agreement with the perception of the speech technologies experts that, in general, these sentences sounded muffled. The SR has a mid-low value. The suspension situation shows low prosodic parameters too. As stated in [1], it seems necessary at least a low mean intensity to generate intimacy or suspense. These two situations only show significant differences in terms of pitch as it can be observed in row six of Table 3.

The results for the affective situations show that prosodic parameters from active sentences are significantly higher than the parameters from passive sentences with the exception of SR, which do not always follow this behaviour (see rows 16 to 19 in Table 3). These results quite agree with the established consensus in the literature that active sentences entail higher frequency, intensity and speaking rate [16]. Results in Table 2 show that sentences with positive evaluation have slightly higher prosodic values compared to sentences with different evaluation but with the same activation, with the exception of SR, which is lower. Although there are no clear acoustic correlations with valence in the literature, in [16], a higher mean frequency for a male voice was reported for positive valence, just as the results observed in the affective situations results of Table 2. It is worth pointing out that the passive categories have lower MP and MI when compared to the neutral narrative style, while for the active categories the opposite happens. On the other hand, SR for all the affective situations is slower than the neutral narrative situation SR. Finally, the PSD of Positive/Active sentences is the only one that surpasses the neutral narrative category.

Descriptive mode sentences have a higher MP and PSD than the neutral narrative situation whereas mean intensity is not significantly higher. The SR, however, is lower. All this information can be linked to what was perceived while listening to the speech corpus, as the narrator emphasizes certain adjectives and adverbs, which yields to greater pitch variability, and he stretches these words too in order to emphasize. The descriptive mode and the Positive/Active situation are the only categories that show no significant differences in their prosodic patterns (see row 14 in Table 3). One possible explanation is that the narrator when describing tends to show a cheerful mood, but further investigation may disambiguate both categories.

4.2. Direct discourse results

To analyse part of the dialogue mode present in storytelling we selected the main character (Harry Potter). The narrator interprets Harry without changing his voice too much, but it is noticeable he tries to imitate the voice of a pre-teenager.

Regarding emotional prosodic results (see Table 4), it is remarkable that all the emotions have a slower SR than the character neutral voice. In general, anger, joy, surprise and fear tend to have a faster SR in the literature [21] [22] [23] [24]. However, the difference between joy and happiness is not so clear in the literature. For example, In [22] the authors clearly

http://celinedelooze.com/MyHomePage/Praat.html
separated them and proposed a decrease in tempo for happiness (as in [24]) and an increase for joy. Results of SR from Harry’s emotions are the ones which have more conflict when compared to the general literature focused on emotion analysis. As a preliminary conclusion, it seems that storytellers speak slower even in the character emotions (besides the indirect discourse). This can be due to the fact that they need to draw the audience attention and allow them to be able to follow all the delivered information. Thus, in this parameter may be the main difference with respect to more natural or spontaneous emotions.

Hot anger has the most exaggerated values of MP, PSD and MI of all the emotional catalogue. The raise of the mentioned prosodic parameters is quite coherent with previous studies focused on basic emotions [21] [22] [23]. Cold anger has the same changes as hot anger but not so wide. Joy shows the highest MI right after hot anger, and its pitch related values are quite high in general. Sadness is the emotion which has more relationship with the acoustic profiles reported in the literature, as it entails a decrease in all the prosodic parameters [21] [22] [23] [25]. Surprise, which is usually related to an increase of the prosodic parameters with respect to a neutral register, has also relationship with other studies (except for speaking rate as well) [23]. Fear has a relative coherency with the literature. In general, pitch, intensity and speaking rate also increase in fear when compared to a neutral register [22] [23]. From Table 4, we can see that MP, PSD and MI increase. The SR obtained for fear is the highest of all the emotions, almost the same as the one for Harry’s neutral voice.

5. Speech synthesis evaluation

The main objective of the synthesis evaluation stage performed in this work is to subjectively validate the rules obtained for the different discourse modes (see Tables 2 and 4), as a complement of the objective statistical analysis performed in Section 4. We evaluate how the extracted prosodic rules perform against the original prosody of the sentences.

We applied these prosodic rules to a randomly selected set of sentences from the corpus at hand using a synthetic female voice obtained with the TTS synthesizer of La Salle R&D. We resynthesized 52 sentences (4 sentences for each category) with the obtained prosodic rules (PR) and the same 52 sentences applying the original prosody (OP) of each sentence. The modifications and final signal resynthesis were done using a MATLAB implementation of Harmonic plus Noise Models (HNM) [26]. In contrast to other implementations where the maximum voiced frequency is allowed to vary [27], the implementation used in this paper is fixed at 5KHz based on [28].

The synthetic results were evaluated using the online TRUE platform [29]. The subjective test was performed by 15 people, from which 9 are male and 6 female with a mean age of 34 (only 5 people are familiar with the field of speech technologies). The perceptual test is designed considering a 5-level CMOS scheme (OP much better, OP better, no difference, PR better and PR much better), and it is composed of 52 comparisons of the same sentence resynthesized with PR and OP, which are compared including the original sentence of the audio book as a reference.

Figure 2 shows the results obtained for the sentences belonging to the indirect discourse. As a general result, it can be observed that the most extreme cases of the 5-level CMOS range are the least chosen options, showing that both transformations (PR and OP) are perceived similarly. However, post-character sentences tend to be preferred when the original prosody is applied. This can be due to the fact that sometimes

6. Conclusions

In this paper, we have presented a first approach to cope with the prosodic analysis and modelling of the subtle expressive registers present in the storytelling speaking style at the sentence level. After a linguistic and perceptual analysis of a story based on storytelling discourse modes (narrative, descriptive and dialogue) we have introduced some narrative situations. Next, we have performed a prosodic analysis and extracted preliminary
prosodic rules that have been implemented in a HNM synthesis phase. The outcome of the statistical and synthesis evaluation stages show a first confirmation that there are expressive categories inside the storytelling speaking style that show specific prosodic cues and can be modelled for synthesis purposes. This confirms and extends the conclusions in [5], where specific suspense situations were modelled giving room for further investigation of storytelling expressive registers.

These results encourage us to follow this approach in further studies to look for a truly generalizable storytelling speaking style prosodic model. We plan to include more narrators or the same narrator telling a similar story, cross-language analysis, or other forms of stories such as short fairy tales. Short fairy tales tend to have a more common structure than novels, so it would be interesting to observe how the narrative situations are mapped in such a structure. Regarding the used synthesis method, we consider that HNM-based TTS synthesis is a good approach to address storytelling speech thanks to the synthesis flexibility it allows. Nonetheless, other methods like concatenative synthesis can also be considered and compared.
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