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Abstract

This paper investigates using objective quality measures to evaluate speaker adaptation performance in HMM-based speech synthesis. We compare several objective measures to subjective evaluation results from our earlier work about 1) comparison of speaker adaptation methods for child voices and 2) effects of noise in speaker adaptation. The results analysed in this work indicate a reasonable correlation between several objective and subjective quality measures.

Index Terms: adaptation, speech synthesis, evaluation

1. Introduction

Hidden Markov model (HMM) based text-to-speech (TTS) framework [1] is an attractive alternative to conventional concatenative speech synthesis. While concatenative systems typically produce natural and understandable speech, HMM-TTS systems are more flexible and can be adapted to mimic different speaking styles or speakers based on a limited amount of adaptation data [2].

Speaker adaptation performance in HMM-TTS systems is typically evaluated using subjective listening tests [3]. The samples generated with speaker-adapted models are rated based on whether the synthesised voice sounds like the target speaker and on the perceived naturalness. While listening tests are necessary to confirm how differences between adaptation methods are perceived and appreciated, subjective evaluation is not an efficient tool for tasks such as parameter tuning that require iterative evaluation.

Numerous objective quality measures have been developed for speech quality evaluation in telecommunication systems [4, 5]. In addition to telecommunication systems, the measures have been used to evaluate speech enhancement systems and have correlated well with subjective evaluations [6]. While the degradation introduced in speech transmission or enhancement may have a fundamentally different nature compared to samples generated with statistical speech synthesis [7, 8], the same objective measures have been applied to evaluate speech synthesis systems [9, 8, 10, 11].

In this work, we replicate and expand the previous studies [6, 10, 11] on correlation between objective quality measures and subjective listening test results. We focus on subjective evaluations of speaker-adaptation performance in HMM-TTS systems, using limited sets of data from our earlier works [12, 11]. Beside comparing objective measures, we investigate, for the spectrum-based measures, whether measuring the spectrum as synthesised or analysed after a complete waveform synthesis affects the measures.

The rest of the paper is organised as follows. In Section 2, we describe the objective evaluation measures used in this work. In Section 3, we revisit the listening test results used in previous research and evaluate the correlation between objective and subjective evaluations. All the speech synthesis systems represented in the results are personalised HMM-TTS systems. The results are discussed in Section 4, and Section 5 concludes the work.

2. Methods

2.1. Objective measures

HMM-based speech synthesis systems use statistical models to generate the spectral envelope and F0 contour that are input to a vocoder that synthesises the final output waveform. To evaluate the system performance, the estimated parameters can be compared with equivalent parameters extracted from a reference speech sample [13, 2]. The mel-cepstral distance (MCD) is calculated as

\[ MCD = \frac{1}{M} \sum_{m} \sqrt{2 \sum_{d} (c(d, m) - \hat{c}(d, m))^2} \]  

where \( c(d, m) \) and \( \hat{c}(d, m) \) denote the \( d \)-th mel-cepstral coefficient of the test and reference signals in time frame \( m \) and \( M \) denotes the number of frames. We note that a synthesised test sample can be represented with the internal mel-cepstrum which is used as a synthesis parameter or with mel-cepstral coefficients extracted from the synthesised output. We compute and evaluate both internal and output mel-cepstral distances.

The other evaluation measures used in this work have been developed to assess the speech enhancement or transmission qualities. We focus on the frequency-weighted segmental SNR (FWS) [4] that exhibited a performance close standardised PESQ objective evaluation measure in a speech enhancement evaluation task [6]. We calculate the frequency-weighted segmental SNR in mel-spectral domain as

\[ FWS = \frac{1}{M} \sum_{m} \sum_{k} W(k, m) \log_{10} \frac{X(k, m)^2}{(X(k, m) - \hat{X}(k, m))^2} \]  

where \( \hat{X}(k, m) \) and \( X(k, m) \) denote the \( k \)-th mel-spectral component of the test and reference samples in time frame \( m \). As proposed in [6], the mel-spectrum in each time frame \( m \) is normalised to unit area (\( \sum_k X(k, m) = 1 \)) and the channels are weighted as

\[ W(k, m) = X(k, m)^\gamma \sum_k X(k, m)^\gamma, \]  

where \( \gamma = 0.2 \). The mel-spectral features \( \hat{X}(k, m) \) that represent a synthesised test sample are calculated based on the internal mel-cepstral representation or extracted from the synthe-
sised output as discussed in Section 2.2. The estimated signal-to-noise ratio in each time frame is bound to $[0, 35]$ dB range as proposed in [14].

We additionally calculate the cepstral distance (CEP), log-likelihood ratio (LLR) [15], and weighted spectral slope (WSS) measure [16] using the implementations in COLEA toolbox [17]. The measures calculated with COLEA are computed based on the reference sample and synthesised output samples in time-domain. LLR is calculated based on order 10 linear prediction models.

### 2.2. Feature extraction

To compare the reference samples to samples generated with the HMM-TTS system, the synthesised samples were generated based on the phone alignment of the reference sample. The synthesised samples were associated with the internal mel-cepstral and spectral representation that correspond to the mel-cepstral and spectral features generated with the STRAIGHT vocoder [18]. MCD and FWS calculated based on the internal representations and STRAIGHT-based representations generated from the synthesised output are compared in this work. We additionally calculate the FWS measure based on FFT spectra calculated for the test and reference samples to compare the FFT and STRAIGHT spectrum.

The test and reference samples have 16 kHz sampling rate. The samples were processed in 25 ms Hamming windows with 5 ms shift between adjacent frames. The mel-filterbank applied to FFT or STRAIGHT spectra was estimated with VOICEBOX [19].

The objective measures were calculated based on 2 second samples extracted from the middle of the utterance as proposed in [11]. For some reason, the synthesis system used in this work occasionally introduces excess frames in the beginning or end of the sample. The comparison between the reference and test samples was therefore done at several frame delays $[-10 \ldots 10]$ and the best match was recorded.

### 3. Evaluation

#### 3.1. Subjective test data

The objective measures are compared with mean opinion scores (MOS) collected in two speaker-adaptive HMM-TTS evaluations [12, 11]. Finnish speech data was used in both evaluations. The synthesis systems used in one evaluation share a common framework: the same prosody-prediction and model selection front-end are used and the phoneme sets are identical. The system parameters and training are described in the original papers [12, 11].

The first evaluation compared speaker adaptation methods for child voices. The differences between the synthesis systems in this evaluation stem from differences in the average voice training database and adaptation procedures [12]. Adaptation performance was evaluated in a subjective listening test where 26 listeners rated test samples from three target speakers based on similarity with the target speaker and naturalness. The samples were evaluated on a scale of 1–5. The mean opinion scores are reported in Figure 1.

The second evaluation studied using noisy and enhanced speech data for speaker adaptation in HMM-TTS systems. The differences between the synthesis systems stem from the differences in the adaptation training data that was either clean, noise-corrupted, or enhanced [11]. The evaluation focussed on the mel-cepstrum and excitation components, which were generated with the HMM-TTS system, whereas the F0 contours for synthesis were extracted from the reference samples. Adaptation to one female and one male speaker was evaluated, and the listening test samples included also noise-corrupted and enhanced natural speech samples. 26 listeners evaluated the samples based on their naturalness, similarity, and background intrusiveness as proposed in [11]. The subjective evaluation scales are described Table 1 and the mean opinion scores reported in Figure 2.

#### 3.2. Evaluation measures

Concordance between the subjective and objective measures is assessed with a sample correlation coefficient $|\hat{r}|$. The standard sample correlation $r$ is modified to marginalise the level differences between scores assigned to individual speakers $n$ and emphasise the comparison between the tested conditions or systems. The modified sample correlation coefficient is calculated as

$$\hat{r} = \frac{1}{N} \sum_n r(n)$$

where $N$ denotes the number of speakers and $r(n)$ is the speaker-conditioned sample correlation. The sample correlation between the subjective and objective scores assigned to speaker $n$ is calculated as

$$r(n) = \frac{\sum_i (S_i(n) - \bar{S}(n))(O_i(n) - \bar{O}(n))}{\sqrt{\sum_i (S_i(n) - \bar{S}(n))^2 \sum_i (O_i(n) - \bar{O}(n))^2}}$$
Table 1: Subjective listening test scales

Similarity (SIM)

<table>
<thead>
<tr>
<th>Score</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>Exactly like the same person</td>
</tr>
<tr>
<td>4</td>
<td>Quite like the same person</td>
</tr>
<tr>
<td>3</td>
<td>Somewhat different but recognisable as the same person</td>
</tr>
<tr>
<td>2</td>
<td>Quite like a different person</td>
</tr>
<tr>
<td>1</td>
<td>Like a totally different person</td>
</tr>
</tbody>
</table>

Naturalness (NAT)

<table>
<thead>
<tr>
<th>Score</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>Completely natural</td>
</tr>
<tr>
<td>4</td>
<td>Quite natural</td>
</tr>
<tr>
<td>3</td>
<td>Somewhat unnatural but acceptable</td>
</tr>
<tr>
<td>2</td>
<td>Quite unnatural</td>
</tr>
<tr>
<td>1</td>
<td>Completely unnatural</td>
</tr>
</tbody>
</table>

Background (BAK)

<table>
<thead>
<tr>
<th>Score</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>Clean</td>
</tr>
<tr>
<td>4</td>
<td>Quite clean</td>
</tr>
<tr>
<td>3</td>
<td>Somewhat noisy but not intrusive</td>
</tr>
<tr>
<td>2</td>
<td>Quite noisy and somewhat intrusive</td>
</tr>
<tr>
<td>1</td>
<td>Very noisy and very intrusive</td>
</tr>
</tbody>
</table>

Figure 2: Mean opinion scores (MOS) on natural speech samples (dark colour) that have been corrupted with noise (N1–N2) and enhanced (E1–E2) and synthesised samples generated with HMM-based TTS. The synthesised samples represent the average voice model (AV) and models adapted with clean (CL) and noise-corrupted and enhanced data.

Figure 3: Linear correlation coefficients $|\rho(n)|$ between the objective evaluation measures and the subjective mean opinion scores. Results related to the first test with three child voices are indicated with circles and results related to the second test with one male and one female voice with are indicated with triangles.

where $S_i(n)$ and $O_i(n)$ denote the subjective and objective score calculated for test sample $(i, n)$ and $\bar{S}(n)$ and $\bar{O}(n)$ the mean of the subjective and objective scores assigned to speaker $n$, $\bar{S}(n) = \sum S_i(n)$ and $\bar{O}(n) = \sum O_i(n)$. The subjective scores $S_i(n)$ are average scores calculated across the individual listener ratings for test sample $(i, n)$. Listener ratings that deviated more than two standard deviations from the test sample mean were discarded as outliers and are not reflected in the averages $S_i(n)$.

3.3. Results

The sample correlations $|\rho(n)|$ between the objective measures and subjective listening test results are reported in Figure 3. We have evaluated the correlation between subjective evaluations and (a) MCD calculated based on the internal STRAIGHT representation and (b) STRAIGHT representation extracted from the synthesised output, (c) FWS calculated based on the internal representation, (d) representation extracted from the synthesised output and (e) FFT spectrum calculated from the synthesised output, (f) cepstral distance, (g) LLR and (h) WSS. FWS measures were calculated based on $K = 13$ and $K = 21$ mel-channels, but the differences in the results and in their correlation with MOS scores were small. The results reported in Figure 3 pertain to FWS measures calculated based on $K = 21$ mel-channels.
The sample correlations between the objective measures and subjective listening test results on the synthesised child voices are indicated with circles in Figure 3. We note that the subjective SIM and NAT evaluations are inter-dependent to certain extent, but their relationship is not linear $(\bar{r} = 0.65)$. The objective measures evaluated in this work correlate better with the similarity evaluations. The best sample correlation with SIM $(\bar{r} = 0.86)$ is obtained with the FWS measure calculated based on the internal STRAIGHT representation and the best sample correlation with NAT $(\bar{r} = 0.69)$ with MCD calculated based on the synthesised output.

When noise-corrupted or enhanced samples or synthesis models adapted with noise-corrupted or enhanced data were used, the samples were evaluated in three scales (Table 1). The sample correlations between the objective measures and subjective evaluations are indicated with triangles in Figure 3. The notable quality difference between the natural and synthesised samples dominates the SIM and NAT evaluations which are exceptionally coherent across the test conditions $(\bar{r} = 0.97)$. The best correlation with SIM $(\bar{r} = 0.90)$, NAT $(\bar{r} = 0.89)$, and BAK $(\bar{r} = 0.41)$ is obtained with LLR.

While correlation between the objective evaluations and BAK appears weak when examined over the complete test set, background intrusiveness has a notable contribution to the objective scores. The sample correlation calculated for objective measures and BAK $|r(n)| \geq 0.93$ within the natural sample set and $|r(n)| \geq 0.70$ within the synthesised samples that represent an adapted model. This suggests that the objective measures emphasise speech qualities but are not invariant to background intrusiveness.

4. Discussion

4.1. Main results

We evaluated the correlation between several objective measures and subjective listening test results in two tasks. FWS calculated based on the internal spectral representation and LLR resulted in the best overall correlation with the subjective similarity scores. As discussed in [8], the correlation between the objective measures and subjective evaluations varies from voice to voice, but the sample correlation calculated between SIM and FWS int for individual voices in either dataset $|r(n)| > 0.75$ and the sample correlation between SIM and LLR measures $|r(n)| > 0.73$. FWS calculated based on the synthesised output also correlated well with SIM evaluations, and we note that FWS and LLR performed well also in the speech enhancement evaluation [6].

In the previous studies [9, 6, 10], the best correlation with subjective listening test results has been obtained with PESQ [5]. This is a standardised measure that incorporates perceptual and cognitive models for speech quality assessment. Despite the success obtained with PESQ, we believe the need for license-free evaluation measures remains. With projects like Simple4All1, HMM-TTS is becoming more accessible for languages that are under-resourced both in terms of data and funding.

4.2. Similarity and naturalness

An ideal measure for objective evaluation would take into account all the factors that influence subjective listening test results, but this is a difficult task. For example, a smooth and natural voice is often rated better than a rougher voice that is otherwise more similar to the target speaker. Evaluation in a noisy background adds to the complexity as the increased background noise can mask synthesis artifacts and make a synthesised voice sound better.

The objective quality measures evaluated in this work operate on a one-dimensional scale whereas the human listeners rated the samples on based on two or three specific features. This is necessary when several factors affect the perceived overall quality. Hu and Loizou [6] used linear combinations of the basic objective measures to calculate composite measures tuned for the separate subjective scales. The measures evaluated in this work are, however, very correlated, which means non-linear combinations should be used in order to introduce notable improvement compared to the best individual measures. The similarity aspect could also be assessed with speaker recognition techniques, for example.

4.3. Reference data

The objective measures evaluated in this work represent the so-called intrusive or full-reference measures that require a target sample for comparison. Therefore the synthesised samples had to be generated with the alignments extracted from the target signal. Möller et al. [8] compared three non-intrusive measures in speech transmission and speech synthesis evaluation task, but concluded that the objective measures were not sufficiently accurate in predicting differences between synthesised speech quality.

Developing model-based measures for speaker similarity and naturalness would allow us to evaluate the quality of synthetic speech with less than perfect time alignment between the reference and synthetic stimulus. This will be growingly more desirable as synthetic speech tries to reproduce the prosodic aspects of the speech, including accent and speaking rhythm. Evaluating prosody with objective measures is not a realistic goal in the near future, but as the development prosody generation and spectral envelope synthesis can not be done completely separately, also the objective evaluation of the spectral envelope should be done in conjunction with model-generated prosody.

5. Conclusions and future work

We analysed correlation between objective measures and subjective listening test results in speaker adaptation task in the HMM-TTS framework. The measures were correlated with the subjective speaker similarity more than naturalness or background quality, and the best measures were FWS and LLR. While the measures studied in this work cannot replace subjective evaluation, the measures could be used to optimise the system parameters in a manner that better corresponds to listener preference. For example, speech enhancement parameters and regression tree size in adaptation are usually hand-tuned based on performance over some development data, and any measure can be used for the performance evaluation. MCD can also be used to optimise the adaptation transformations as proposed in [20].

Our datasets were quite small, and we would like to continue the verification process using larger datasets. We think objective evaluation should not require aligned samples, and therefore hope to investigate if test and reference samples could be compared based on local alignments, and if speaker recognition technologies could provide measures that correlate with the similarity scores in our listening tests.

---

1 http://www.simple4all.org
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