Comparing Visual Features for Lipreading
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Abstract

For automatic lipreading, there are many competing methods for feature extraction. Often, because of the complexity of the task these methods are tested on only quite restricted datasets, such as the letters of the alphabet or digits, and from only a few speakers. In this paper we compare some of the leading methods for lip feature extraction and compare them on the GRID dataset which uses a constrained vocabulary over
in this, 15 speakers. Previously the GRID data has had restricted attention because of the requirements to track the face and lips accurately. We overcome this via the use of a novel linear predictor (LP) tracker which we use to control an Active Appearance Model (AAM).

By ignoring shape and/or appearance parameters from the AAM we can quantify the effect of appearance and/or shape when lip-reading. We find that shape alone is a useful cue for lip-reading (which is consistent with human experiments). However, the incremental effect of shape on appearance appears to be not significant which implies that the inner appearance of the mouth contains more information than the shape.

Index Terms: lip-reading, feature extraction, feature comparison, tracking

1 Introduction

The use of lip-reading has been documented since the 16th century and hearing-impaired people often use lip-reading as an adjunct to understanding fluent speech. When it comes to automating the process, there are many challenges compared to conventional audio recognition. Firstly audio speech has well-defined units known as phonemes and there are pronunciation dictionaries that give the mapping between words and phonemes. Secondly, the data rate for uncompressed audio rarely exceeds 100 kbits s^{-1} whereas compressed video can easily have a rate 50 times higher. Thirdly there is a consensus opinion that audio features should be based on the mel-frequency cepstral coefficients whereas for visual speech the choice of features is rather wide. This paper is about this latter problem: the choice of visual features.

The literature has generated several types of visual features1, which have been broadly categorised as those depending on pixels (in [2] this is referred to as the “bottom-up” approach because it uses few models) or those based on models (the “top-down” approach in [2]). Although this definition is rather general (there are a great number of possible models), interest has tended to focus on methods which operate just on intensities in regions of interest (such as the method used in [1]) or those which model the shape of the mouth (as in [2] for example). The question as to which was superior, appearance- or shape-based features, was first examined in [3] via Active Shape Model (ASM) features augmented with intensity profile information on the Tulips 1 database (four words each spoken twice by 12 subjects). They show a 8.33% difference between intensity-related features and shape but there are no confidence intervals or error bars and the technology of the time meant that that the database was rather restricted. In [2] this question was revisited using greyscale features called sieves compared to Active Shape Models on a small database known as AVletters (three repetitions by ten talkers of the letters ‘A’ to ‘Z’).

The conclusion was that the greyscale and shape-based methods performed with similar error rates but, via a McNemar’s test, they were able to show that they failed in different ways. This led to the use of Active Appearance Models (AAMs) but there was no separate analysis of the shape and appearance components so the role of shape and appearance was not fully resolved.

In this paper we re-implement the Active Appearance Model on a much more challenging task known as the GRID dataset [4] which consists of sentences spoken at high speed in a variety of accents2. These data are tricky to track so we introduce a new form of tracker, known as the Linear Predictor, or LP tracker that allows AAMs to be fitted to these data. Hence we hope to resolve the interplay between shape and appearance for lip-reading.

2 Features

2.1 AAM

The shape, s, of an AAM is defined by the concatenation of the x and y-coordinates of n vertices that form a two-dimensional triangulated mesh: \( s = (x_1, y_1, \ldots, x_n, y_n) \). A compact model that allows a linear variation in the shape is given by,

\[
    s = s_0 + \sum_{i=1}^{m} p_i s_i,
\]

where \( s_0 \) is the base shape or mean of all the shapes and \( s_i \) are the shapes that are the eigenvectors corresponding to the \( m \) largest eigenvectors. The coefficients \( p_i \) are the shape parameters. Such a model is usually computed by applying Principal Component Analysis (PCA) to a set of shapes hand-labelled in a corresponding set of images.

The appearance, \( A(x) \), of an AAM is defined by the pixels \( x \) that lie inside the base mesh \( s_0 \). AAMs allow linear appearance

1The most recent review of methods is [1] which is focussed on audio-visual recognition in which the purpose of the video feature is to provide complementary information to the audio.

2GRID dataset is available to download via http://www.dcs.shef.ac.uk/spandh/gridcorpus/.
variation, so $A(x)$ can be expressed as a base appearance $A_0(x)$ plus a linear combination of $t$ appearance images $A_t(x)$:

$$A(x) = A_0(x) + \sum_{i=1}^t \lambda_i A_i(x)$$ (2)

where $\lambda_i$ are the appearance parameters. As with shape, the base appearance $A_0$ and appearance images $A_i$, are usually computed by applying PCA to the (shape normalised) training images [5]. $A_0$ is the mean shape normalised image and the vectors $A_i$ are the (reshaped) eigenvectors corresponding to the $t$ largest eigenvalues. An example of $s$, $s_0$, and $A$ is given in Figure 1.

Figure 1: (a) landmarks $s$ plotted on top of the original image. (b) mean shape landmarks $s_0$, and the appearance image $A(x)$, where $x = (x, y)^T \in s_n$. There is a guided warp from (a) to (b) using the correspondence between the mesh defined by $s$ and that of $s_0$, while the values of $A(x)$ are computed using a bilinear interpolation.

Although the shape and the appearance of an AAM can be used separately as features for lipreading, a combination of the two is likely to be a more discriminative feature. A primitive AAM feature is formed by concatenating the appearance parameters with the shape parameters $(p_1, \ldots, p_m, \lambda_1, \ldots, \lambda_l)^T$, which we denote as $aam\_cat$. A statistical approach is adopted in [6], where a PCA is applied to both the shape and the appearance, which creates a more compact, and most importantly, de-correlated feature, denoted here as $aam\_pca$.

### 2.2 Tracking AAM landmarks using an LP tracker

The first stage of our tracking algorithm uses a set of Linear Predictors (LPs). The basis of an LP is that a point with coordinates $c = [c_x, c_y]^T$ in an image taken from a video sequence, frame $n$, moves an amount $t = [\delta x, \delta y]^T$ to frame $n + 1$. The assumption is that $t$ is related to the measured change in intensity via

$$t = H\delta p$$ (3)

where $H$ is some learnt mapping between intensity differences and position, and

$$[\delta p]_i = V_i^{(n+1)} - V_i^{(n)}$$ (4)

where $V_i^{(n)}$ is the $i^{th}$ support pixel grey-value in frame $n$.

Each point, $c$, has an associated pixel support region which is defined via a set of $(x, y)$ offsets, $S$. Each point that we wish to track is therefore represented by a four-tuple vector

$$L = \{c, H, V, S\}$$ (5)

where $c$ is the location of the point to be tracked, $H$ is the learnt mapping for that point, $S$ are offsets giving the support region, and $V$ are the values of the support pixels.

Here, the offset positions, $S$, are chosen as 80 points randomly positioned within a 30-pixel radius. To improve tracking each LP is grouped into a rigid flock. Each flock has 200 LPs. To track the lips and eyes we use 30 landmarks: each was associated with a rigid flock.

The training algorithm is quite subtle and is described in [7]. It allows components of a flock to be accepted or rejected on the basis of the effectiveness at predicting $t$ during training. The final displacement of a flock is the mean of the predicted displacements of its member LPs.3

Each person-specific LP is trained using between 9 to 31 training images. And for each image, a set of 30 landmarks are manually positioned on the contour of eyes and lips. See Figure 3 for examples of some of the landmarks. Note that landmarks around the eyes are tracked purely for the benefit of AAM tracking later.

![A single LP](image.png)

(b) A flock of LPs

Figure 2: LP tracker.

In the second parse of the tracking, a person-specific AAM face-model is trained using the same training images as by the LP tracker. The LP tracked landmarks are then tracked again by the

---

3For examples of LP tracking results, see [http://www.ee.surrey.ac.uk/Projects/LiLIR/update/ej/tracking_web.html](http://www.ee.surrey.ac.uk/Projects/LiLIR/update/ej/tracking_web.html).
AAM tracker that is seeded on the LP landmarks frame by frame. It is worth pointing out that the AAM tracking is optional, and the result of this slight re-adjustment is a set of landmarks that are more consistent and “AAM-like”. We find the use of LPs to be highly necessary since, common practice, in which an AAM is initialised on tracked landmarks of previous frame [2], fails on the GRID data.

To extract lip-only AAM features, a lip AAM model is trained using only landmarks on the lips. Enhanced LP landmarks are then projected onto the model from which the feature is computed. Figure 1 shows an example of the shape and the appearance of AAM from an image created using this method.

2.3 Sieve

The second type of feature derives from sieves, [8], which are a class of scale-space filters. The one-dimensional variants can be described as a cascade of filters such that the signal at scale \( s \) is \( x_s = f_s(x_{s-1}) \) where \( x_0 \) is the original signal and \( f_s(\cdot) \) is a scale-dependent operator and is one of the greyscale opening \( O_s \), closing \( C_s \), \( M_s \), or \( N_s \) operators where \( M_s = O_s \), \( N_s = C_s \), \( O_s = \gamma_s \), and \( C_s = \gamma_s \). \( \gamma_s \) is defined as:

\[
\psi_s(x_{s-1}(n)) = \min_{p \in [-s,s]} z_{s-1}(n + p) \quad (6)
\]

\[
z_{s}(n) = \max_{p \in [-s,s]} x_{s-1}(n + p) \quad (7)
\]

with \( \gamma_s \), mutatis mutandis with \( \max \) and \( \min \) swapped. An important property of sieves, and one which gives them their order-\( N \) complexity [9], is that the small scales are processed before the larger ones – they are a cascade with the output from the small scale feeding into the larger scale. In the original literature the morphological operator was replaced with a recursive median filter (the so called m-sieve) but nowadays the variants given above are more common.

When applied to lip-reading outputs at successive scales can be differenced to obtain granule functions which identify regional extrema in the signal by scale. These difference signals form a scale signature which should change as the mouth opens. The feature extraction system follows that used in [2] and is illustrated in Figure 4.

3 Database

For the experiments described in this paper, we use an audio-visual speech database called GRID [4] which consists of recordings of 1000 utterances per speaker, and a collection of 34 speakers. Each sentence is created using a fixed grammar model with 6 components: command, colour, preposition, letter, digit, and adverb, with a vocabulary size of 51 word. An example of such a sentence is “bin blue at f two soon”. Visual speech was captured at a frame rate of 25 frame/second and was converted to MPEG-1 format with data rate of 6Mbits s\(^{-1}\). The resolution of the MPEG movies is 720×576 pixels. The database also includes a word level audio alignment using flat-start force alignment, and marks the beginning and the end of each word during speech. The lip region has been semi-automatically detected [10], and is specified by a bounding box, from which a lip sub-image can be extracted for computing features, including sieve1D, 2D DCT and eigen-lips [11]. Some examples of lip sub-images are shown in Figure 5. Two types of bounding boxes are included in the dataset. One is the tracked bounding box which is centralised on the center of lip region, the other is the static bounding box that is positioned on the mean location of tracked bounding boxes of the whole sequence. To be compatible with experiments done in [10], the experiments described in this paper use the 2D DCT features that are supplied with the GRID dataset, which were computed from static bounding boxes. Sieve1D feature and eigen-lip feature are computed on lip sub-images within the tracked bounding box, so that they are not affected by the movement of head, although this does introduce some tracking noise.

Figure 4: A vertical scan-line from a greyscale version of the mouth sub-image (a) is shown as an intensity plot (b). The granularity spectrum from an m-sieve with positive/negative granules shown in red/blue (c). These granules are then counted, or summed, over all scan-lines to produce the scale-histogram (d).

Figure 5: Example lip sub-images from GRID database.
4 Experiments and results

This experiment uses all utterances from 15 speakers (speakers 1–12, 20, 23, and 24), nine of whom are males. There is a check to remove any sequences that are incomplete or damaged during compression. For classification we use Hidden Markov Models (HMMs) which are the method of choice for speech recognition and have been shown to be successful for lip-reading [2, 12]. The standard HMM toolkit, HTK [13], is applied here for building and manipulating HMMs.

A total of 51 HMMs, one for each word, are trained. In addition, an extra HMM is dedicated to model non-speech movements, the ‘silence’ model. Left-right HMMs with a diagonal covariance Gaussian Mixture Model (GMM) associated with each state are used. The number of states in each HMM is decided based on a principle of one state per phoneme, and the number of components in each Gaussian mixture is four. HMMs are initialised using the Viterbi algorithm, via HTK module HInit. Baum-Welch re-estimation is then used (via HReEst) to refine each individual HMM, followed by a series of embedded training via HReEst, which updates all HMMs simultaneously.

A total of eight different visual features are tested, four of which are AAM-derived features, which including, app and shape, the appearance parameters and the shape parameters of an AAM, and aam_pca and aam_cat, denoting two different approaches of combining the shape and appearance parameters defined earlier. We refer to sieve features computed on lip sub-images as sieve1d, and those computed on shape normalised appearance images A(x) (Figure 1(b)), as app_sieve. Lip sub-images are also used to compute eigen_lip features and 2D DCT features, the latter of which is actually supplied with the -R(“ model is trained on only the the training speakers during each iteration of a P: need to be recomputed (in the example of ::’s a new appearance images which are ::’tderived features which includings

\[ \text{Acc} = \frac{H-I}{N} \]  

(8)

in which, \(N\) is the total number of word instances to be recognised, \(H\) is the number of correctly recognised word instances, and \(I\) is the number of insertion errors; for example, if the reference sentence is ‘a c’ and the recognised sentence is ‘a b c’, then ‘b’ is an insertion error.

Results from the HMM classifier using the eight different visual features are plotted in Figure 6. It is worth pointing out that although Figure 6(b) evaluates only one component of the whole vocabulary, the ranking order of the features in terms of their word accuracy stays the same. This is a likely indication that the performance display in Figure 6 is representative across all classes.

Looking at both graphs in Figure 6, one can see a clear trend that the set of AAM features with appearance parameters, i.e.,

app, aam_pca, aam_cat, outperform other type of features. However, when using only shape parameters of an AAM (shape feature), classifier performance decreases significantly. If the shape and the appearance components are combined properly, here by using a PCA in the case of aam_pca, a slight improvement can be gained. In other words, given the choice between shape and appearance, one would always choose appearance.

One also notices the effect of image shape normalisation on features computed using pixel intensity values. For example, the sieve1d features are computed on a lip sub-image that contains affine variation (see Figure 5 for examples). These variations do not exist in the shape-normalised appearance image \(A(x)\), from which app_sieve feature is computed, and a 15% improvement on recognition is gained by applying the normalisation. Similarly, for the pair of app feature and eigen_lip feature, there is a 10% improvement on performance due to the shape normalisation.

It is also desirable to determine if the error pattern is similar for the classifiers trained using different features. McNemar’s [14] test is used to determine whether the difference in the accuracies
of a pair of classifiers A and B is statistically significant. Firstly, we construct the joint performance of two classifiers A and B as shown in Table 1. The disagreement between two classifiers when

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correct</td>
</tr>
<tr>
<td>N00</td>
<td>N01</td>
</tr>
<tr>
<td>N10</td>
<td>N11</td>
</tr>
</tbody>
</table>

Table 1: Joint performance of classifier A and B on two-class problem

parsing the same dataset are used in McNemar’s test. $N_{10}$ denotes the number of patterns that are identified correctly by A but incorrectly by B. $N_{01}$ denotes the number of patterns identified incorrectly by A but correctly by B. Assuming that A and B are not significantly different, if only one of them misclassifies on a pattern, it is equally likely to be A and B. Therefore, for the null hypothesis $H_0$, A and B are not significantly different. $N_{00}$ and $N_{10}$ obey the binomial distribution $B(k, q)$ in which $k = N_{00} + N_{10}$ and $q = 0.5$. $H_0$ will be rejected if $p$-value is smaller than a given significant level $\alpha$.

We compute the McNemar’s test on all combinations of pairs of features. The only pair of features whose $p$-value is not zero is the app and aam_cat features, with a $p$-value of 0.141. This implies that classifiers using these two features behave similarly during recognition. Knowing that aam_cat is formed by concatenating shape and app, it is likely that, unlike a PCA, the concatenation fails to incorporate the two components effectively, therefore the classifier trained on aam_cat doesn’t gain extra information from shape feature.

5 Conclusions

In this paper, we compared various features for lipreading, including four types of AAM features, sieve features, 2D DCT features and eigen-lip features. A subset from GRID dataset, containing 15 speakers and total of 14620 utterances was applied to measure the performance of features in terms of word accuracy rate. To obtain the AAM features, a novel LP tracker was utilised to track a set of target points on the lips. Each feature was 15 fold cross-validated on a speaker-independent manner, where each fold held out a different speaker’s data for testing. It was observed that, in general, AAM features with appearance parameters outperform other types of feature, implying that the appearance is more informative than the shape. Results also showed that pixel based methods can benefit from an image normalisation that removes the shape and affine variation from the region of interest, and a significant improvement on recognition result was observed with the normalisation on sieve feature and eigen-lip feature.

There are some ways we can further advance the work in this paper. Instead of recognising words, classifiers can be trained to recognise visemes, which are the smallest visual units distinguishable in lipreading and is equivalent to phonemes in audio speech. On the other hand, since we know that the shape normalised appearance performs almost as well as a full AAM feature, it is very likely that it is the inner appearance of the mouth that contains most information, although further experiments are needed to examine this on features designed on only the inner appearance of mouth.
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