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Abstract

Ultrasound imaging is an important and increasingly accessible tool for visualizing the speech articulators in pronunciation teaching and learning. In this paper, we start with an overview of the importance of pronunciation in language learning and teaching, and of speech visualization as a tool for supporting pronunciation work in this context. We then briefly introduce ultrasound imaging as a speech visualization tool and review the history of ultrasound biofeedback in speech research, from clinical studies to second language studies. We follow this with an introduction to some of the available ultrasound systems and their pros and cons and to relevant methodological considerations. We end with a summary of the value of speech visualization in the context of pronunciation teaching and learning.
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1. Introduction

Although recent work in second language (L2) pronunciation has focused on intelligibility and comprehensibility [1] rather than on ‘correct accent’, pronunciation is an important aspect of L2 acquisition. Often, it is the first indication of a speaker’s linguistic abilities, from the perspective of a listener [2]; in some cases, e.g. in the context of Indigenous language revitalization, intelligibility and comprehensibility are not enough: learners are keenly aware that they are responsible for transmitting their language to future generations, and are very committed to pronouncing it in a way that honours their elders [3]. Recent work has also shown that accurate pronunciation bootstraps other aspects of language learning, such as word learning [4].

While pronunciation is an important aspect of L2 learning, it has often been challenging to teach and learn in traditional classroom settings, especially in cases where the target sounds are not easily visible and/or where awareness of how sounds are being articulated is lacking. For example, Salish languages have a velar/uvular contrast that carries a significant functional load and is therefore important to master; however, understanding the articulatory difference between /k/ and /q/ is challenging for learners [5, 3], in part because we as speakers (of any language) tend to have poor awareness of what our speech articulators are doing in the back of our mouths. This is where technology-assisted language learning can help. Indeed, learning pronunciation is a multimodal activity, and visualizing speech benefits learners (e.g., [6, 7, 8]).

The aim of this paper is to provide an introduction to ultrasound imaging in particular, as a biofeedback tool for teaching and learning pronunciation.

2. Ultrasound as a biofeedback tool

A growing literature on visual feedback has evaluated the benefits to L2 learners of seeing the moving speech articulators during speech; these studies have used a range of tools, including ultrasound, electromagnetic articulography (EMA) and electropalatography (EPG) [9]. Of these, ultrasound is particularly safe, non-invasive, and increasingly affordable and portable - including to the classroom, where the display can be projected through standard audio-visual technology. Ultrasound also has the advantage of having been created as a visualization tool used across a wide range of fields, making it an ideal tool for providing visual biofeedback during speech: it is user-friendly and widely available, and its output (dynamic videos of tongue movement) is very intuitive.

To image the tongue during speech, the transducer (also known as a “probe”) is stabilized under the chin (see Figure 1a). The transducer sends out ultra-high frequency sound waves (hence “ultrasound”), which are reflected back when they
hit the air just above the tongue surface. The time it takes the sound waves to travel to the tongue surface and back to the transducer is converted to a set of distance estimates between the probe and the tongue surface; the tongue contour tracing (see Figure 1b) is a visual composite of these distance estimates.

3. Brief history of lingual ultrasound pronunciation research

Lingual ultrasound research began several decades ago, with pioneering work such as [10]. Since the early 2000s, intervention studies have established the effectiveness of ultrasound biofeedback with clinical populations such as hard of hearing (e.g., [11, 12]). In subsequent studies, ultrasound was used to teach individual challenging sounds, such as English /r/, in clinical settings (e.g., [13]). The earliest L2 pronunciation studies, starting with [14], used methods that were based in this earlier clinical tradition, finding dramatic results with small numbers of individually trained participants. While all of these early studies shared the same methodology of one-on-one instruction in a formal laboratory setting, more recent L2 pronunciation research is showing that ultrasound can also be adapted for use in larger classroom settings, either by providing individual ultrasound training to language instructors [15] or by presenting ultrasound videos as part of a blended learning approach [16]. Our own experiences with ultrasound technology have shown that it is also successful in community-based settings, with mixed groups (in terms of proficiency, age, and comfort level with technology) that differ from typical language classroom demographics.

Although we see great potential for incorporating ultrasound into the teaching and learning of pronunciation, very few studies exist on ultrasound-enhanced pronunciation teaching and learning in any context. Existing studies tend to be focused on small numbers of learners (ten or fewer) acquiring small numbers of segments (e.g., English /r, l/). No studies that we are aware of have systematically compared ultrasound imaging with other approaches to teaching pronunciation or provided measures of student engagement or long-term outcomes. With increased accessibility of ultrasound systems, however, we hope to see an expansion of research assessing the applications of ultrasound imaging in pronunciation intervention.

4. Available systems

A great deal has changed since the early days of lingual ultrasound applications, both in terms of the types of systems available and their associated costs. Generally, size and speed (including temporal and spatial resolution) correlate positively with price. This relationship is the opposite of that in technology more generally, where smaller equals better equals more expensive. By way of example, two of the machines housed in the UBC Interdisciplinary Speech Research Lab (ISRL) as of this writing are: an older, full-sized Aloka SSD-550 and a newer, semi-portable Chison Eco 1 (Figure 6).
2a. The Aloka is extremely powerful, with built-in functionality allowing for precise quantitative research on the machine itself. The trade-off is that it is not portable, and it cost approximately $150,000 CAD over a decade ago. Similar-sized machines today still bear a similarly high price tag. The Chison, in contrast, is less powerful, with fewer special features, and is well suited for qualitative studies and for teaching applications. It is portable, and costs approximately $5,700 USD. This can play into the hands of speech researchers and pronunciation teachers, for whom portability can be a major advantage.
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**Figure 2**: Examples of ultrasound systems currently in use for speech research and teaching: (a) Chison Echo 1; (b) Articulate Instruments’ research system; (c) Articulate Instruments’ clinical (SonoSpeech) system; (d) Clarius wireless probe.

Portable systems currently come in two varieties: the Chison is a complete, self-contained system, including a built-in monitor and control panel, transducer, and self-contained processing and visualization software. Increasingly, however, manufacturers are making systems that run on a user’s own external computer or handheld device. Articulate Instruments offers two packages specifically designed for speech, one geared towards quantitative research (Figure 2b), the other towards clinical intervention (Figure 2c). The research system comes with a transducer, head stabilizer, and software for experimental research, including precise time alignment of audio and ultrasound streams (frame rate for the ultrasound stream is 60-120 Hz). The whole system sells for under 7000 GBP (as of late 2018). The SonoSpeech (clinical) system is much simpler, without the components required for quantitative research (head stabilization and audio-video synchronization).

Several features of the SonoSpeech are potentially very valuable for pronunciation teaching and learning, although we have not yet experimented with these ourselves. In particular, it has overlays to mark up regions of the display that learners should focus, and template videos of target/model pronunciations can be placed side by side with the live display. The software is actively being developed, with plans to also include automatic segmentation and automatic live contour fitting, for example. It sells for around 4000GBP. Both Articulate Instruments systems require a PC or Mac running Windows and can be powered via USB; the SonoSpeech software can be used on a tablet (it is touch screen enabled). Although the two systems are marketed as distinct, it is in fact possible to “mix and match” features of both, and in our experience the manufacturer is very responsive, in terms of accommodating users’ specific needs.

More and more manufacturers are now making stand-alone probes. Two examples are SeeMore ($4900 CAD and Clarius ($10,000 CAD; Figure 2c). SeeMore has a system specifically designed for clinical applications (speech pathology), potentially also useful for teaching. It is compatible with Windows machines, the transducer connecting via a USB port. The frame rate is relatively low (15 Hz), making the system useful for visualization but not for researching anything but the slowest tongue movements. Clarius makes a wireless probe that comes with an App compatible with a range of smart devices (iOS and Android) as well as cloud storage. Currently, the Clarius probe is, in our opinion, a bit too large to hold comfortably under a speaker’s chin, but the design is likely to improve in
the coming months/years, as the company responds to user feedback.

Being the only package that is designed specifically for linguistic research, the Articulate Instruments system comes optimized for this application. The package includes a helmet to secure the probe to the chin, so that speakers can move their heads freely without changing the position of the probe relative to the chin, a useful feature for researchers wishing to compare articulatory properties of different sounds. To ensure comparability of images for ultrasound-based research using other systems, experimenters must find other ways of either (a) immobilizing the probe against the chin during data acquisition [17] or (b) correcting for head movement after data collection, re-aligning the tongue contours [18, 19] so that they can be compared. This is not to say that any one system is necessarily superior to others for all applications, but rather that different systems are suited to different needs, and with the many systems on the market today, it is now possible – and important – to find a machine that can fit to one’s own applications. The list of systems described above is by no means intended to be an exhaustive list, and the technology and the details of specific products will of course change quickly; this kind of diversity of options will likely continue to be available in the future.

5. Methodological considerations

5.1 Pros and cons of ultrasound biofeedback

As a tool for visualizing tongue position and movement during speech, ultrasound has several advantages: the whole tongue is visible (although the tip is sometimes obscured by the mandible); dynamic movement can be imaged as well as static position; imaging provides immediate biofeedback; data are relatively easy to collect; systems are relatively inexpensive; and the methods are non-invasive and familiar (compared to other imaging tools). Of course, no system is perfect, and ultrasound does have some drawbacks: it can only image the tongue (and, to a limited degree, the larynx [20]), so must be coupled with another tool for studying inter-articulator timing (e.g. between the tongue and lips); conducting quantitative research is relatively complex; and not all speakers image equally well (generally, children and smaller adults tend to image best).

5.2 Appropriate research/teaching applications

In terms of research/teaching foci, ultrasound is not equally well-fitted to imaging all aspects of speech, because of the considerations outlined above. Sounds that tend to be good candidates for ultrasound biofeedback are vowels, rhotic sounds (see Figure 3), retroflex, velar and uvular consonants, and dynamic movements between tongue gestures [21, 22]. Ultrasound cannot be used to examine non-lingual articulations (although limited studies do involve laryngeal ultrasound [19]), and tongue tip articulations are sometimes obscured by the mandible (depending on the speaker).

Because of its portability and focus on visualization, ultrasound can be used in a wide range of research and teaching contexts. We have experience with one-on-one sessions (e.g. an L2 speaker sitting with an L1 speaker and mimicking their articulations), small group sessions (e.g., in community settings with speakers and learners of Indigenous/minority languages), in larger classroom sessions (with the ultrasound display projected onto a large screen), and through online/self-directed learning portals (e.g., UBC’s eNunciate: http://enunciate.arts.ubc.ca/).

Incorporating ultrasound into pronunciation teaching does not require conducting research, and research on the benefits of ultrasound biofeedback need not necessarily involve analysis of ultrasound data per se. For example, a typical intervention study might include two groups of participants who differ only in the type of training they receive: ultrasound biofeedback vs. another tool/technique. The two groups might be exposed to similar training sequences: a pre-test, followed by a period of training, followed by a post-test (and possibly an additional subsequent delayed post-test). For such a study, the data to be analyzed might include listener judgments and/or acoustic analysis of pre- vs. post-training productions and/or participants’ self-reflections on the benefit of the training. There are, though, many ways to use ultrasound imaging for pronunciation teaching and research that range beyond the scope of the present paper.

5.3 Ultrasound data capture and analysis

For analyzing ultrasound data specifically, there are several options with respect to data capture and
analysis. Some systems (e.g. the Aloka SSD-550 and the Chison Echo 1 mentioned above) are optimized to produce very clear images, but require an external computer or video recording device for capturing and storing videos longer than a few seconds (for subsequent analysis). Other systems, such as the Articulate Instruments package, run on a personal computer, allowing ultrasound videos to be captured and stored directly. A third storage option that is likely to become increasingly accessible is cloud storage, the method used for the Clarius wireless probe.

Ultrasound data analysis generally involves capturing both ultrasound video and audio, and merging the two signals together, so that the audio track can help with identifying target sounds on the ultrasound track. This is not necessarily a complex process, but does require the means to synchronize the audio and ultrasound recordings. This can be done simultaneously during recording or can be part of post-processing.

The simplest type of ultrasound analysis is qualitative, and involves simply identifying the overall shape of tongue configurations at a particular moment in time (e.g. the point of maximal constriction for a consonant or the midpoint of a vowel), based on still images extracted from the video.

Quantitative analysis requires more processing and sometimes complex methods. Quantitative analysis can be conducted on static images capturing the tongue at a particular moment in time or on videos capturing tongue movement patterns over time, for which M-mode (“movement mode”) or kymography [24] can be useful. The details of quantitative data analysis are beyond the scope of this paper, but can be found in primary sources such as [25] (see [26] for a collection of relevant papers) or by comparing methods used in specific experimental studies.

As mentioned above, some types of quantitative data analysis of ultrasound images require ensuring that ultrasound videos are controlled with respect to the orientation of the probe. This can be done using head stabilization, or by post-processing after data-collection, to correct for head movement and re-align tongue contours (see above). Head and probe stabilization need not be particularly invasive (see [27]), and there are methods of quantitative analysis that do not require head stabilization at all, such as those which quantify tongue shapes rather than precise location in space (e.g., [28-31]).

6. Discussion and Conclusion

It is clear from our own experiences, as well as from a growing body of literature, that ultrasound can be a valuable part of the language teaching and learning toolkit. Nonetheless, many questions remain about the breadth of its usefulness and its limitations, for example: To what extent does it help with pronunciation beyond the target sound being focused on? Can it help with perception in addition to production? Can students learn passively (through simply watching ultrasound videos) as well as they can through interactive engagement (biofeedback) with the tool? Although these questions remain to be answered, we argue that ultrasound has already assumed a position as a valuable part of the language teaching and learning toolkit.
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