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Abstract

This paper presents a new approach for automatic audio segmentation based on Recurrent Neural Networks. Our system takes advantage of the capability of Bidirectional Long Short Term Memory Networks (BLSTM) for modeling temporal dynamics of the input signals. The DNN is complemented by a resegmentation module, gaining long-term stability by means of the tied-state concept in Hidden Markov Models. Furthermore, feature exploration has been performed to best represent the information in the input data. The acoustic features that have been included are spectral log-filter-bank energies and musical features such as chroma. This new approach has been evaluated with the Albayzín 2010 audio segmentation evaluation dataset. The evaluation requires to differentiate five audio conditions: music, speech, speech with music, speech with noise and others. Competitive results were obtained, achieving a relative improvement of 15.75% compared to the best results found in the literature for this database.
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1. Introduction

Due to the increase of multimedia content and the generation of large audiovisual repositories, the need for automatic systems that can analyze, index and retrieve information in a fast and accurate way is becoming more and more important. Given an audio signal, the goal of audio segmentation is to obtain a set of labels in order to separate that signal into homogeneous regions and classify them into a predefined set of classes, e.g., speech, music or noise. This task is also important in other applications of speech technologies, such as automatic speech recognition (ASR) or speaker diarization, where an accurate labeling of audio signals can improve the performance of these systems in real-world environments.

Audio segmentation systems can be divided into two main groups depending on how the segmentation is performed: segmentation-and-classification systems and segmentation-by-classification systems.

- **Segmentation-and-classification**: these systems perform the segmentation task in two steps. First, boundaries that separate segments belonging to different classes are detected using a distance metric. Then the system classifies each delimited segment in a second step. Several distance metrics have been proposed in the literature: Bayesian Information Criterion (BIC) [1] [2], Generalized Likelihood Ratio (GLR) [3], or the Kullback-Leibler (KL) distance [4] are some examples.

- **Segmentation-by-classification**: in this group of systems the segmentation is produced directly as a sequence of decisions over the input signal. A set of well-known machine learning classification techniques have been used in this task with good results, such as Gaussian Mixture Models (GMM) [5], Neural Networks (NN) [6] [7], Support Vector Machines (SVM) [8], or decision trees [9]. A factor analysis approach is proposed in [10], where a compensation matrix is computed for each class.

In both approaches to audio segmentation it is usual that the original segmentation boundaries are refined by a resegmentation model. In this way, sudden changes in the labels can be prevented. Some resegmentation strategies rely on hidden Markov models [11] or smoothing filters [12].

The segmentation task is specially challenging when dealing with broadcast domain content because such documents contain different audio sequences with a very heterogeneous style. Different speech conditions and domains can be found, from telephonic quality to studio recordings to outdoors speech with different noises overlapped. Background music and a variety of acoustic noise effects are likely to appear as well. In this context, the technological evaluations Albayzín incorporated a segmentation task for broadcast news environments in 2010 [13]. This is the task we are focusing on in this paper.

The remainder of the paper is organized as follows: a theoretical background on LSTM networks and its applications is introduced in section 2. Section 3 describes our novel RNN-based segmentation system. Section 4 briefly introduces the experimental setup, describing the Albayzín 2010 evaluation dataset and presents all the experimental results obtained with our system. Finally, a summary and the conclusions are presented in section 5.

2. LSTM networks

Neural Networks are a powerful modeling tool for non linear dependencies that, since the early 2010s, have been increasingly applied to speech technologies [14] [15] [16]. One of the main disadvantages of traditional feed-forward neural networks when dealing with temporal series of information is that they process every example independently. However, Recurrent Neural Networks (RNNs) are able to capture temporal dependencies introducing feedback loops between the input and the output of the neural network. The long short term memory (LSTM) [17] networks are a special kind of RNN with the concept of memory cell. This cell is able to learn, retain and forget information [18] in long dependencies.
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This capability becomes very useful to carry out long and short term analysis simultaneously. LSTM networks have been modified combining two of them in a Bidirectional LSTM (BLSTM) network. One processes the sequence in the forward direction while the other one processes the sequence backwards. This way the network is able to model causal and anticausal dependencies for the same sequence.

LSTM ans BLSTM networks have been successfully applied to sequence modeling tasks in speech technologies such as ASR [19] [20], language modeling [21], speaker verification in text-dependent systems [22] or machine translation [23].

3. System description

Our proposed system is based on the use of RNNs to classify each frame in the audio signal. We have opted for a segmentation-by-classification solution, combining the RNN with a resegmentation module to get smoothed segmentation hypotheses. The three different blocks of our segmentation system (feature extraction, an RNN based classifier, and the final resegmentation module) are described below.

3.1. Feature extraction

The main features for the neural network consist of log Mel filter bank energies and the log-energy of each frame. Additionally, we combine Mel features with chroma features [24], due to its capability to capture melodic and harmonic information in music while being robust to changes in tone or instrumentation. All these features are computed every 10 ms using a 25 ms window. In order to take into account the dynamic information of the audio signal, first and second order derivatives of the features are computed. Finally, feature mean & variance normalization is applied.

3.2. Recurrent Neural Network

This is the core of our segmentation system. Its task is to classify each audio frame as belonging to one of the predefined acoustic classes. The neural architecture proposed can be observed in Fig. 1. As shown, it is composed by two stacked BLSTM layers with 256 neurons each. The outputs of the last BLSTM layer are then independently classified by a linear perceptron, which shares its values (weights and bias) for all time steps. Training and evaluation are performed with limited length sequences (3 seconds, 300 frames), limiting the delay of dependencies to take into account. However, the neural network emits a segmentation label per every frame processed at the input (every 10 ms, in our case).

The neural network has been trained using exclusively the train subset of the Albayzín 2010 database [13], which consists of 58 hours of audio sampled at 16 KHz. However, 15% of the train subset will be reserved for validation, which makes a total of 49 hours of audio for training and 9 hours for validation. Adaptive Moment Estimation (Adam) optimizer is chosen due to its fast convergence properties [25]. Data will be shuffled in each training iteration seeking to improve model generalization capabilities.

Despite our system consisting of an additional resegmentation module, the RNN itself is able to emit a segmentation hypothesis. This way, we can say that the first two blocks of our system can fully work as a segmentation system. All the neural architectures in this paper have been evaluated using the PyTorch toolkit [26].

3.3. Resegmentation module

RNNs have high capabilities to model temporal dependencies but its output may contain high frequency transitions which are unlikely to occur in signals which have a high temporal correlation such as human speech or music. With the objective of avoiding sudden changes in the segmentation process, we incorporate a resegmentation module to our system. In our case, it is implemented as a hidden Markov model where each acoustic class is modeled through a state in the Markov chain. Every state is represented by a multivariate Gaussian distribution with full covariance matrix. This block gets as input the pseudo log-likelihood for each class from the neural network and its corresponding segmentation hypotheses. No more a priori information is required because statistical distributions are estimated using the hypothesized labels for each file.

Input information is given every 10 ms, which can result in a noisy estimation of class boundaries. In order to reduce temporal resolution, scores are down-sampled by a factor \( L \) using an \( L \) order averaging zero-phase FIR filter to avoid distorting phase components [27]. First and second order derivatives of the scores are taken into account when computing the resegmentation. Additionally, each of the states in the Markov chain will consist of a left-to-top-right topology of a number \( N_{ts} \) of tied states sharing the same statistical distribution. This way, by modifying \( N_{ts} \) we can force the minimum length of a segment before a change in the acoustic class happens. Taking all this information into account, this minimum segment length forced by our resegmentation module can be computed as follows:

\[
T_{\min} = T_s LN_{ts}
\]  

where, \( T_s \) is the sampling period of the neural network output (10 ms in our case), \( L \) is the down-sampling factor and \( N_{ts} \) is the number of tied states used in the Markov model.
4. Experimental setup and results

4.1. Database and metric description

The database consists of broadcast news audio in Catalan. The full database includes 87 hours of audio sampled at 16 KHz and divided in 24 files. The database was split into two parts: two thirds of the total amount of data are reserved for training, while the remaining third is used for testing. Five acoustic classes were defined for the evaluation. The classes are distributed as follows: 37% for clean speech (sp), 5% for music (mu), 15% for speech over music (sm), 40% for speech over noise (sn) and 3% for others (ot). The class “others” is not evaluated in the final test. A more detailed description of the Albayzín 2010 audio segmentation evaluation can be found in [13].

The main metric we will be using for evaluating our results is the Segmentation Error Rate (SER), inspired by the NIST metric for speaker diarization [28]. This metric can be interpreted as the ratio between the total length of the incorrectly labeled audio and the total length of the audio in the reference. Given the dataset to evaluate $\Omega$, each document is divided into continuous segments and the segmentation error time for each segment $n$ is defined as:

$$\Xi(n) = T(n)[\max(N_{ref}(n), N_{sys}(n)) - N_{correct}(n)]$$ (2)

where $T(n)$ is the duration of the segment $n$, $N_{ref}(n)$ is the number of reference classes that are present in segment $n$, $N_{sys}(n)$ is the number of system classes that are present in segment $n$ and $N_{correct}(n)$ is the number of reference classes that are present in segment $n$ and were correctly assigned by the segmentation system. This way, the SER is computed as follows:

$$\text{SER} = \frac{\sum_{n\in\Omega}\Xi(n)}{\sum_{n\in\Omega}(T(n)N_{ref}(n))}$$ (3)

Alternatively, the metric originally proposed for the Albayzín 2010 evaluation will also be taken into account. This metric represents the relative error averaged over all the acoustic classes:

$$\text{Error} = \text{mean}, \frac{\text{dur(miss,)}}{\text{dur(ref,)}} + \frac{\text{dur(fa,)}}{\text{dur(ref,)}}$$ (4)

where dur(miss,) is the total duration of all miss errors for the $i$th acoustic class, dur(fa,) is the total duration of all false alarm errors for the $i$th acoustic class, and dur(ref,) is the total duration of the $i$th acoustic class according to the reference. A collar of $\pm 1s$ around each reference boundary is not scored in both cases, SER and average class error, to avoid uncertainty about when an acoustic class begins or ends, and to take into account inconsistent human annotations.

4.2. Experimental results

For the experimental evaluation of our system, different front-end configurations were assessed. The starting point of our feature space exploration consists of a simple 32 log Mel filter bank. Our next step was increasing the frequency resolution by using a higher number of analysis bands in the filter bank, testing 64, 80 and 96 bands. Chroma features were incorporated in order to help our system to discriminate classes that contain music. Eventually, first and second order derivatives were computed to take into account dynamic information in the audio signal.

Results obtained on the test partition for the different front-end configurations using our BLSTM segmentation-by-classification system are presented in Table 1 in terms of SER and the Albayzín evaluation metric. When the number of analysis bands is increased, we can appreciate that the SER decreases, reaching its minimum using 80 bands. However, it can also be seen that using a higher number of bands can affect the system performance. This is the case of the 96 bands configuration, that increases its error compared to the 80 bands configuration. We can notice that, by incorporating chroma features, the error in the class “Speech over music” decreases significantly when compared to the 80 Mel coefficient configuration, with a relative improvement of 12.10%. This is due to the capabilities of chroma features to capture musical dependencies, which helps our system discriminate this class in a more accurate way. The best result for this set of experiments is obtained using the first and second order derivatives of the log Mel filter bank and the chroma features, achieving a SER of 15.91%, which is equivalent to an average class error of 25.84%. The performance of our segmentation system using the resegmentation module is evaluated in the following set of experiments.

Aiming to illustrate how the system performance is influenced by the inertia imposed by the resegmentation module, Fig. 2 shows the scatter plot of the relative improvement in performance versus the minimum segment length ($T_{\text{min}}$) for different values of the down-sampling factor $L$. It can be seen that configurations that perform better have a minimum segment length between 0.5 and 1.5 seconds, which is in the order of magnitude of the 2 seconds collar applied in the evaluation.

The results on the test partition of the full segmentation system combining the BLSTMs and the resegmentation module for the best front-end configuration evaluated (80 Mel + chroma + derivatives) and for different values of the down-sampling factor $L$, and the minimum segment length, $T_{\text{min}}$, are shown in Table 2 in terms of SER and the Albayzín evaluation metric. If we compare the best result in this Table with the best result in Table 1, it can be seen that, by incorporating...
Relative improvement using the resegmentation module for the best feature configuration versus minimum segment length forced by the system. 

Figure 2: Relative improvement using the resegmentation module for the best feature configuration versus minimum segment length forced by the system.

Table 2: SER, error per class and average error for BLSTM-HMM segmentation-by-classification system over test partition for the best feature configuration and different values of the down-sampling factor, L, and minimum segment length, T_{min}.

<table>
<thead>
<tr>
<th>L, T_{min}</th>
<th>SER</th>
<th>Class Error(%)</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>35, 1.4s</td>
<td>12.48</td>
<td>mu 14.31 sp 22.26 sm 18.70 sn 25.10</td>
<td>20.10</td>
</tr>
<tr>
<td>45, 0.9s</td>
<td>12.46</td>
<td>mu 14.19 sp 22.14 sm 18.82 sn 25.04</td>
<td>20.05</td>
</tr>
<tr>
<td>55, 0.55s</td>
<td>12.57</td>
<td>mu 16.12 sp 22.00 sm 18.94 sn 24.95</td>
<td>20.50</td>
</tr>
</tbody>
</table>

the resegmentation module, the error is reduced significantly, getting a relative improvement of 21.68% in terms of SER. It can also be observed that, as long as the T_{min} value used in the configuration stays in the order of magnitude of 1 second, the performance of the system is not highly affected by the variations in the down-sampling factor. The SER metric for the four parameter configurations evaluated goes from 12.46% to a 12.57%, which makes an absolute difference of only 0.11% between the best and the worst case. This way, by forcing a certain amount of inertia in the output of the neural network, the system is able to achieve a SER of 12.46%, decreasing significantly the error when compared to the output of the RNN.

Finally, Table 3 shows the results obtained in the Albayzín 2010 database by different systems already presented in the literature. The winner team of the Albayzín 2010 evaluation proposed a segmentation-by-classification approach based on a hierarchical GMM/HMM including MFCCs, chroma and spectral entropy as input features [29]. The best result in this database so far uses a solution based on Factor Analysis combined with a Gaussian back-end and MFCCs with 1st and 2nd order derivatives as input features [10]. When compared with this result, it can be seen that our BLSTM-HMM system performs better in all the acoustic classes. This error reduction is equivalent to a relative improvement of 15.24% in terms of SER and a 15.75% in terms of the average class error. The difference in the class “speech over music” is specially significant (23.60% vs 18.82%) with a relative improvement of 20.25%.

Table 3: Results obtained on the Albayzín 2010 test partition for different systems proposed in the literature compared to our BLSTM-HMM system.

<table>
<thead>
<tr>
<th>System</th>
<th>BER</th>
<th>Class Error(%)</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eval winner [29]</td>
<td>19.30</td>
<td>mu 19.20 sp 39.50 sm 25.00 sn 37.20</td>
<td>30.30</td>
</tr>
<tr>
<td>FA HMM [10]</td>
<td>14.70</td>
<td>mu 18.80 sp 23.70 sm 23.60 sn 29.10</td>
<td>23.80</td>
</tr>
<tr>
<td>BLSTM HMM</td>
<td>12.46</td>
<td>mu 14.19 sp 22.14 sm 18.82 sn 25.04</td>
<td>20.05</td>
</tr>
</tbody>
</table>

5. Conclusions

A new approach for audio segmentation based on RNNs is presented in this paper proving the capabilities of this kind of models in the audio segmentation task, achieving the best result so far in the Albayzin 2010 database. A segmentation-by-classification scheme has been followed, combining a classification system, which is mainly made of 2 BLSTM layers, with an smoothing back-end implemented through a Hidden Markov Model. Several front-end configurations were evaluated, proving the capabilities of chroma features for capturing musical structures when compared to a perceptual Mel filter bank. The combination of BLSTM and HMM has been proven to be appropriate, reducing significantly the system error by forcing a minimum segment length for the segmentation labels. Competitive results have been obtained with this new approach, resulting in a relative improvement of 15.75% when compared to the best result in the literature so far.

Regarding our contributions, front-end configuration seems to have a big impact in this task, specially when classifying classes that contain music. Just by modifying the input features we have achieved a significant improvement in the performance of our system. Furthermore, the introduction of RNNs in the audio segmentation task has been proven to be successful, improving the results obtained so far with traditional statistical models such as GMM/HMM or factor analysis. In future work we intend to improve even more these results by introducing more complex neural architectures after the BLSTM layers.
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