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Abstract
In this paper, we propose an enhanced triplet method that improves the encoding process of embeddings by jointly utilizing generative adversarial mechanism and multitasking optimization. We extend our triplet encoder with Generative Adversarial Networks (GANs) and softmax loss function. GAN is introduced for increasing the generality and diversity of samples, while softmax is for reinforcing features about speakers. For simplification, we term our method Multitasking Triplet Generative Adversarial Networks (MTGAN). Experiment on short utterances demonstrates that MTGAN reduces the verification equal error rate (EER) by 67% (relatively) and 72% (relatively) over conventional i-vector method and state-of-the-art triplet loss method respectively. This effectively indicates that MTGAN outperforms triplet methods in the aspect of expressing the high-level feature of speaker information.

Index Terms: generative adversarial networks, speaker verification, triplet loss

1. Introduction
Automatic Speaker Verification (ASV) refers to the process of identifying the speaker’s ID of an unknown utterance given a registered voice database. As an important non-contact biometric identification technique, it has been widely studied [1, 2, 3, 4].

In the past few years, the field of ASV has formed a mainstream with i-vector/PLDA [2, 5]. However, plenty of works have found that end-to-end systems composed of Deep Neural Networks (DNN) surpass traditional methods in some aspects, especially under short-utterance condition. Besides, speaker verification of short voice is of great practical value, which motivates us to research on DNN methods.

Recently, some metric learning methods with DNNs attract a lot of attention. Triplet loss is one of them and is popular in the field of pattern recognition because of FaceNet [6], which is a novel method of face recognition. After that, Zhang et al. [4] apply this method to speaker verification. Triplet method has been proved to be useful and large amount of works [7, 8, 9] are improved on the basis of it.

The essential thought of triplet loss is to minimize intra-class distance while maximizing inter-class distance. Theoretically, it is effective for all classification tasks, but considering limited training samples, reverberation and ambient noise during recording, triplet loss has limitations on the task of speaker verification. In the absence of any guidance or restriction, encoders with vanilla triplet loss usually extract features unrelated to the speaker’s ID, resulting in poor performance. Furthermore, generalization ability is important for zero-shot learning. Training encoders entirely on training set without any augmentation makes triplet methods less general on a test set. To address aforementioned issues, we propose to enhance triplet loss with multitasking learning and generative adversarial mechanism.

As for our architecture (shown in Figure 1), two more modules are introduced in addition to the basic encoder. First, we tail a Conditional GAN behind the encoder. The generator produces new samples from embeddings of the encoders and random noise. Merging encoders with GAN is similar to the framework of [10] and [11], which have proved their superiority. After passing through an encoder-decoder structure with noise, new samples have more generalization ability and variety in terms of speech context and unrelated environment information. The discriminator guarantees the authenticity and similarity of the generated samples, while the features of speaker remain because of the following restrictions. A classifier takes samples both from the generator and raw data as input. The last layer of this classifier is used for softmax loss, whose labels are speakers’ ID of the training set. Such a module improves the ability of the encoder to extract distinctive features of speakers.

We train and test our method on two different datasets to analyze the transferability of the algorithm. Our baselines include a i-vector/PLDA system, a softmax method [3] and a triplet method [4]. Experimental results show that our algorithm achieves 1.81% of EER and 92.65% of accuracy that are much better than baseline systems. Through more extensive experiments (see experiments section), we confirms that MTGAN has more ability to extract speaker related features than vanilla triplet loss methods.

2. Related Works

2.1. Deep Neural Networks
The appearance of d-vector [3] signifies the birth of ASV systems under the entire DNN framework. It is a milestone in the field of ASV which leads a large amount of works about DNN. After that, more and more works [12, 13, 14] achieve as good results as i-vector/PLDA methods. For instance, [14] presents a convolutional time-delay deep neural network structure (CT-DNN) and claims they are much better than i-vector systems in the case of short time speech.

In this area, a lot of works focus on the adjustment of the network structure and the utilization of new training technologies. However, in terms of zero-shot tasks like ASV, whose training set and test set are irrelevant, more suitable method should be proposed rather than optimizing the network structure. [13] claims that only using softmax loss like [3] and [14] leads to poor performance on test sets that are very different from their training sets.

2.2. Triplet Metric Learning
For the sake of tackling zero-shot problems, triplet loss is proposed for the first time in [15]. Although it has appeared for
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3.1. Network Architecture

Figure 1 displays the architecture of our network. It consists of four modules and all of them have already been marked as different colors.

- **Encoder**: This module is used to extract features from samples. The last fully-connected layer of it outputs a 512 dimension embedding, which represents speaker information of the original sample. In the enroll/test stage, this embedding is used for calculating distance between unknown utterance and registered utterances.
- **GAN**: More specifically, this is a GAN with conditional architecture. The inputs of the generator are not only the random noise but also embeddings from the encoder. The output of the generator is fake samples that are expected to look like original samples. Discriminator has two kinds of inputs, one is the real sample and the other is the fake sample from a generator.
- **Classifier**: Similarly, we feed both fake samples and real samples into the classifier module. The output of this module is a one-hot vector, whose size is equal to the number of the speaker in training set.
- **Loss Function**: In the whole framework, we only use convolution layer and fully-connected layer. The kernel size of all convolution layer is $5 \times 5$ and we also utilize batch normalization. [28]
3.2. Loss Function

The loss function of our algorithm has four components, and each of them has a weight coefficient. The first one is a standard triplet loss that has been fully explained in [4]:

$$\sum_1^N \left[ \| f(x_i^a) - f(x_i^n) \|_2^2 - \| f(x_i^n) - f(x_i^p) \|_2^2 + \alpha \right]$$

(2)

where $a$ (anchor) and $p$ (positive) represent samples from the same class, while $n$ (anchor) and $n$ (negative) represent samples from different classes. $\alpha$ is a hyper-parameter margin, which defines the distance between intra-class samples and inter-class samples. It is set to 0.2 in our experiments. In our algorithm, we take advantage of cosine distance to measure the differences between embeddings that produced by the encoder. The second term is the softmax loss of the classifier, whose labels are speakers' ID of the training set. The sum of triplet loss and softmax loss are named as encoder loss function to measure the encoder's ability of extracting features. The last two loss functions come from the generator and discriminator of GAN, thus the whole loss function will be expressed as:

$$L_{MTGAN} = \omega_1 L_{triplet} + \omega_2 L_{softmax} + \omega_3 L_{D} + \omega_4 L_{D}$$

(3)

where $\omega_i$ represents the weight coefficient of each item. In consideration of the generating diversity, we optimize the generator more times than discriminator. All of the $\omega_i$ are determined through experiments, and we set them to 0.1, 0.2, 0.2, 0.5 respectively.

3.3. Triplet Sampling Method

The accuracy and convergence speed of triplet approach heavily depend on sampling method, and this problem has been detailedy discussed in [29]. There are tremendous combinations between all utterances totally, as a result, it is impossible to consider all possibility. [6] proposed to use semi-hard negative exploration to sample triplet pairs, and [3] followed it. This method searches triplet pairs inside one mini-batch, thus it is effective and timesaving. Deep Speaker [13] also propose to search anchor-negative pairs across multiple GPUs.

After comparing random selection with semi-hard negative selection [6] (details in experiment section), we find that the selecting method does not matter as long as large amounts of people are used in one epoch. Thus, we directly use random sampling method in our algorithm. Totally, we obtain $n*A*P*K*J$ triplet pairs in one epoch, where $n$ represents the number of people selected, $A$ is the number of Anchor, $P$ is the number of Positive, $K$ is the number of other classes inside $n$ and $N$ is the number of Negative of each $K$.

3.4. Details about Training Networks

In the stage of preprocessing, we extract mel-fbank from raw audio slice. The length of each slice is 2s and we use 128 mel-filters, thus the dimension of the input is 128×128. Admittedly, GAN is difficult to train because of its instability, especially in our multitaskting situation. Like most works, we choose to modify the DCGAN architecture proposed by [20], and utilize state-of-the-art training skills of WGAN-GP [22]. Some generative samples during the training process are shown in Figure 2.

4. Experiments and Discussion

4.1. Datasets and Baselines

The dataset that we utilize for training is LibriSpeech [30], which consists of "clean" part and "other" part. We use "other" part only for the experiment that explores the influence of the number of speakers. The test dataset is TIMIT [31], because this dataset covers all English phonemes. The reason we train and test on different datasets is to explore the transferability of algorithms. In terms of the evaluation settings, we randomly choose 5 utterances for enrollment and 7 utterances for test.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Equal Error Rate</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>i-vector/Cosine</td>
<td>8.48%</td>
<td>81.92%</td>
</tr>
<tr>
<td>i-vector/PLDA</td>
<td>5.61%</td>
<td>85.78%</td>
</tr>
<tr>
<td>Softmax loss [3]</td>
<td>3.61%</td>
<td>88.23%</td>
</tr>
<tr>
<td>Triplet loss [4]</td>
<td>2.68%</td>
<td>90.45%</td>
</tr>
<tr>
<td>MTGAN</td>
<td>1.81%</td>
<td>92.65%</td>
</tr>
</tbody>
</table>

We have four baselines for comparison. Two of them are i-vector systems, another is a supervised softmax system [3] and the last one is a triplet system [4].

4.2. Performance Comparison Experiments

In this section, we compared our method with baselines under the same experiment settings (training with 1252 people of Librispeech), and the result is displayed in Table 1. We use EER and ACC as our evaluation criteria. EER evaluates the overall
performance of the system and ACC reveals the best result for us. For a more comprehensive assessment, we plot detection error trade-off (DET) curves of all five systems (shown in the left part of Figure 3).

Through the results in Table 1, we summarize that triplet method [4] indeed outperforms i-vector and softmax methods. However, our method achieves a better result than [4] and has faster convergence speed. Through the analysis, we think the simple triplet method is limited by the ability of feature extraction and is poor in the performance of data transfer. In the later period of training, triplet loss of [4] is close to zero (not overfitting). This phenomenon indicates that it has reached the limit of the speaker verification task with current features. The encoder extracts features not only from the speaker information but also from other independent factors.

4.3. Ablation Experiments

In this section, we did more ablation experiments to prove that our framework is feasible. Results under different conditions are shown in Table 2. First, we verify the necessity of each module in our structure. We removed three modules once at a time and carried out experiments under the same settings. Results prove that the structure after the removal of modules cannot behave as effectively as MTGAN. Among three situations, the removal of classifier has the greatest impact, which means softmax loss is important for improving feature extraction process.

Then we compared the difference between the random sampling method and the semi-hard negative method proposed by [6]. The network architecture we applied was Inception-Resnet-v1, and we tested on selecting 60 and 600 people of each epoch for both methods. Results reported in Table 2 shows that the gap between the two methods is very tiny in the case of a large number of people. We also find that the number of selected people has more influence than the number of samples from the same person. EER and ACC of each epoch are displayed in Figure 4.

Embedding’s dimension is also an important factor that influences the expressing ability of the system. Therefore, we compared the EERs of five different dimensions and the results are displayed in the right part of Figure 3.

The last experiment is to explore the impact of the number of people in training set. We added the “other” part of Librispeech to the training set (2484 in total) and did the same experiment with the one that had 1252 people. Although the convergence speed became slower, EER and ACC increased after enlarging training set. We cannot fail to note a phenomenon: the output layer of classifier is related to the number of training speaker. The size of the network will increase if we use a larger dataset to train the model.

5. Conclusion

In this study, we present a novel end-to-end text-independent speaker verification system on short utterances, which is named MTGAN. We extend triplet loss with classifier and generative adversarial networks to form a multitasking framework. Triplet loss is designed for clustering, while GAN and softmax loss help with extracting features about speaker information.

Experimental results demonstrate that our algorithm achieves lower EER and higher accuracy over i-vector methods and triplet methods. Besides, our method has a faster convergence speed than vanilla triplet methods. Through more ablation experiments, we get other conclusions. We confirm that softmax loss plays a significant role in extracting features, and the gap between semi-hard negative method and random method is tiny in the situation of selecting large number of people in one batch. We also observe that as expected, training with more people helps improve the performance.

We believe this work provides more ideas and inspirations for speaker verification community, and introduces more DNN methods. Although our framework has much room to improve, we think our experimental results will help others understand the task of speaker verification more clearly.
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Table 2: Ablation experiments with different conditions

<table>
<thead>
<tr>
<th>Conditions</th>
<th>EER</th>
<th>ACC</th>
<th>Convergence</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o GAN</td>
<td>2.04%</td>
<td>90.17%</td>
<td>60 epoch</td>
</tr>
<tr>
<td>w/o softmax loss</td>
<td>3.34%</td>
<td>88.63%</td>
<td>80 epoch</td>
</tr>
<tr>
<td>w/o triplet loss</td>
<td>2.71%</td>
<td>89.51%</td>
<td>60 epoch</td>
</tr>
<tr>
<td>MTGAN</td>
<td>1.81%</td>
<td>92.65%</td>
<td>100 epoch</td>
</tr>
<tr>
<td>Random (#60)</td>
<td>3.13%</td>
<td>85.26%</td>
<td>550 epoch</td>
</tr>
<tr>
<td>Semi-hard (#60)</td>
<td>2.90%</td>
<td>88.73%</td>
<td>500 epoch</td>
</tr>
<tr>
<td>Random (#600)</td>
<td>2.75%</td>
<td>90.03%</td>
<td>250 epoch</td>
</tr>
<tr>
<td>Semi-hard (#600)</td>
<td>2.68%</td>
<td>90.45%</td>
<td>200 epoch</td>
</tr>
<tr>
<td>1252 people</td>
<td>1.81%</td>
<td>92.65%</td>
<td>70 epoch</td>
</tr>
<tr>
<td>2484 people</td>
<td>1.33%</td>
<td>94.27%</td>
<td>100 epoch</td>
</tr>
</tbody>
</table>


