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Abstract

Most frequency domain techniques for pitch extraction such as cepstrum, harmonic product spectrum (HPS) and summation residual harmonics (SRH) operate on the magnitude spectrum and turn it into a function in which the fundamental frequency emerges as $\text{argmax}$. In this paper, we investigate the extension of these three techniques to the phase and group delay (GD) domains. Our extensions exploit the observation that the bin at which $F(\text{magnitude})$ becomes maximum, for some monotonically increasing function $F$, is equivalent to bin at which $F(\text{phase})$ has maximum negative slope and $F(\text{group delay})$ has the maximum value. To extract the pitch track from speech phase spectrum, these techniques were coupled with the source-filter model in the phase domain that we proposed in earlier publications and a novel voicing detection algorithm proposed here. The accuracy and robustness of the phase-based pitch extraction techniques are illustrated and compared with their magnitude-based counterparts using six pitch evaluation metrics. On average, it is observed that the phase spectrum can be successfully employed in pitch tracking with comparable accuracy and robustness to the speech magnitude spectrum.

Index Terms: pitch extraction, voicing detection, phase spectrum, group delay, source-filter separation

1. Introduction

The excitation component of the speech signal can either be a quasi-periodic train of laryngeal pulses or it may take a noise-like form [1]. Detecting the presence of the periodicity and quantifying the period value, are referred to as voicing detection and pitch extraction. These problems can be dealt with in the time/frequency domains by converting the wave/spectrum into a function where the fundamental frequency ($F_0$) emerges as $\text{argmin}$ or $\text{argmax}$. Most frequency domain techniques utilise the speech magnitude spectrum, and turn it into a function at which the pitch emerges as an argmax. Examples of these functions are cepstrum [2], harmonic product spectrum (HPS) [3] and summation residual harmonic (SRH) [4]. This paper aims to extend these functions to the phase domain.

The phase spectrum is not an appealing part of the Fourier transform for speech signal processing. However, it has recently received renewed attention. An expanding body of work proffounds that phase can be employed in a multitude of applications [5,6], including in speech reconstruction [7,8], speech enhancement [9–14], robust speech recognition [15–21], speaker recognition [22,23] and pitch/melody extraction for music signal [24,25]. We recently developed a source-filter model in the phase domain [26,27] which clarifies how the phase spectrum encodes speech information and allows the separation of the vocal tract and the excitation components through phase-based signal manipulation. The filter component was turned into a set of features and tested successfully in GMM/HMM and DNN-based ASR.

This paper aims at studying the usefulness of speech phase spectrum and its source component for pitch estimation. To this end, an extension of the cepstrum, HPS and SRH techniques to the phase and group delay (GD) domains is studied and the corresponding equations are derived. Moreover, we propose a voicing detection algorithm to facilitate $F_0$ tracking. Experimental results on the FDA [28] and Keele [29] databases, in both clean and noisy conditions, show that the phase spectrum can be successfully employed for robust and accurate pitch tracking.

The rest of this paper is organised as follows. In Section 2 the signal information distribution between phase and magnitude as well as the source-filter separation in the phase domain are briefly explained. Section 3 explores the extension of the cepstrum, HPS and SRH methods to the phase and GD domains. In Section 4 a novel algorithm is proposed for voicing detection to enhance the pitch tracking. Section 5 includes experimental results and discussion and Section 6 concludes the paper.

2. Usefulness of the Speech Phase Spectrum for Pitch Extraction

2.1. Signal Information Distribution

Speech is a mixed-phase signal [8,30] because its complex cepstrum is neither causal nor anti-causal [31]. Therefore, it can be decomposed as follows

$$X(\omega) = X_{\text{MinPh}}(\omega) \cdot X_{\text{AllP}}(\omega)$$  \hspace{1cm} (1)

$$|X(\omega)| = |X_{\text{MinPh}}(\omega)|$$  \hspace{1cm} (2)

$$\text{arg}[X(\omega)] = \text{arg}[X_{\text{MinPh}}(\omega)] + \text{arg}[X_{\text{AllP}}(\omega)]$$  \hspace{1cm} (3)

$$\text{arg}[X_{\text{MinPh}}(\omega)] = -\frac{1}{2\pi} \log|X_{\text{MinPh}}(\omega)| \cdot \cot(\frac{\omega}{2})$$  \hspace{1cm} (4)

where $\text{MinPh}$, $\text{AllP}$, $|X(\omega)|$, $\text{arg}[X(\omega)]$ indicate the minimum-phase component, all-pass part, (short-time) magnitude spectrum and unwrapped (continuous) phase spectrum, respectively. For minimum-phase signals, the complex cepstrum is causal and based on that the Hilbert transform establishes a relationship between the phase and magnitude spectra such that the unwrapped phase can be computed from the magnitude spectrum and the magnitude may be calculated from the phase spectrum up to a scale error. Casting the information components into a Venn diagram, what is shared by both phase and magnitude spectra is the minimum-phase-scale-excluded part, the all-pass information is uniquely captured by the phase and the scale information resides in the magnitude spectrum.

The only piece of signal information which is missed by phase is the scale, which intra-frame it is merely a constant representing the signal intensity which has no bearing on the fundamental frequency and the formants. Therefore, information-wise, the phase spectrum has great potential to be used in pitch tracking.
2.2. Phase-based Source-Filter Separation

Having illustrated the phase information content qualitatively, one needs to know how the speech source and filter components are captured by the phase spectrum and how they can be separated in the phase domain. Since the vocal tract \(X(V_T(\omega))\) and excitation \(X(E_{exc}(\omega))\) components are convolved in the time domain, their log-magnitude and phase spectra are additive

\[
\log|X_{min} \cdot D_{PN}(\omega)| = \log|X(V_T(\omega))| + \log|X(E_{exc}(\omega))| \tag{5}
\]

\[
\arg\{X_{min} \cdot D_{PN}(\omega)\} = \arg\{X(V_T(\omega))\} + \arg\{X(E_{exc}(\omega))\}. \tag{6}
\]

As illustrated in [26], \(\{X_{min} \cdot D_{PN}(\omega)\}\) can be understood as a superposition of two components: a quickly oscillating fluctuation, modulated by a slowly varying trend. The former is associated with the excitation \(E_{exc}\) part and the latter corresponds to the vocal tract \(V_T\). Based on having different rates of change with respect to the independent variable \(frequency\) and using the additive property in Eq.(6), the source and filter were successfully separated in [26].

Moreover, in [32] two modifications were made in the framework: the log was replaced with the generalised logarithmic function [33] and the derivative of the phase spectrum, i.e., GD was calculated using a regression filter [34]. It was demonstrated that the former is particularly useful when working with the filter part and the latter is helpful in processing the source element. Fig. 1 shows the results of source-filter separation in the phase domain which clearly highlights the potential of phase spectrum in pitch extraction.

Now, we need to mathematically underpin the phase-based pitch extraction process.

3. Phase-based Pitch Extraction

3.1. Preliminaries and Magnitude-based Techniques

Frequency domain algorithms for pitch extraction such as cepstrum, HPS and SRH, compute a magnitude-based function in which \(F_0\) emerges as argmax (in a pre-specified search range)

\[
Cep[q] = F^{-1}\{\log|X[k]|\} \tag{7}
\]

\[
HPS[k] = \frac{1}{N_{\text{harm}}} \prod_{k=1}^{N_{\text{harm}}} |X[k]| \tag{8}
\]

\[
SRH[k] = E[k] + \sum_{m=2}^{N_{\text{harm}}} E[mk] - E[(m - \frac{1}{2})k] \tag{9}
\]

where \(F^{-1}\), \(q\), \(N_{\text{harm}}\) and \(E\) denote the inverse Fourier transform, quefrency, discrete frequency, number of harmonics and the magnitude spectrum of the residual signal after linear prediction [35] (representing the excitation), respectively.

To extend these techniques to the phase domain, one first needs to find the equivalent of the argmax of such magnitude-based functions in the phase and group delay domains.

3.2. Extension of the Cepstrum Method to Phase Domain

The cepstrum method is based on the fact that the periodicity in a domain gets translated into peaks (impulses) at the fundamental periodicity and its harmonics in the dual domain, namely after taking the Fourier transform (or discrete cosine transform (DCT)). Returning to Fig. 1 (a) and (b), both \(\log|X(\omega)|\) and \(\arg\{X_{min} \cdot D_{PN}(\omega)\}\) have the same periodicity, although the pattern which is repeated is different. Therefore, taking the Fourier transform of both leads to impulses at the same bins, as demonstrated in Fig. 2. As such the cepstrum method can be extended to the phase domain as follows

\[
\frac{1}{F_0} = \arg\max_{q_{min} \leq q \leq q_{max}} F^{-1}\{\arg\{X_{min} \cdot D_{PN}(\omega)\}\}[q] \tag{10}
\]

where \(Cep^*, q_{min}\) and \(q_{max}\) denote the phase-based cepstrum, minimum and maximum quefrencies (for search), respectively. The same argument holds for the derivative of the phase, namely the GD, because differentiation is a linear transform.

3.3. Extension of HPS and SRH to Phase Domain

Let us revisit the Hilbert transform in Eq. (4). Using the Trapezoidal rule [36], it can be approximated as follows

\[
\arg\{X_{min} \cdot D_{PN}(\omega)\} \approx -\frac{1}{2\pi} \int_{-\infty}^{\infty} \log|X(\theta)|\cot(\omega - \theta) d\theta \tag{11}
\]

\[
arg\{X_{min} \cdot D_{PN}[k]\} \approx c_k^1 (\hat{X}[k + 1] - \hat{X}[k - 1]) + c_k^2 (\hat{X}[k + 2] - \hat{X}[k - 2]) + c_k^3 (\hat{X}[k + 3] - \hat{X}[k - 3]) + ... \tag{12}
\]

where \(\hat{X}[k] = \log|X(\omega_k)|\) and

\[
c_k^n = \frac{\Delta\omega}{2\pi} \cot(\omega_k - \omega_k - n) = \frac{\Delta\omega}{2\pi} \cot(n\Delta\omega) \tag{13}
\]

in which \(\Delta\omega = \omega_k - \omega_{k-1}\), is the frequency resolution, and the lower the \(\Delta\omega\) the higher the frequency resolution. Note that when \(\Delta\omega \rightarrow 0 \Rightarrow \cot(\Delta\omega) \rightarrow \infty\) and since the cotangent decays quickly around zero \(\cot(\Delta\omega) >> \cot(n\Delta\omega)\), for \(n > 1\). Considering these points and assuming the \(\Delta\omega\) is small enough,
This allows the following approximation

\[
\arg\{X_{\text{MinPh}}[k]\} \approx c_1 (\bar{X}[k + 1] - \bar{X}[k - 1]). \tag{14}
\]

As a result, phase is proportional with the slope of the log-magnitude spectrum. To further clarify the Eq. (14), it is useful to compute the first order (central) derivative of phase, \(\Delta \phi_X[k]\):

\[
\Delta \phi_X[k] = (\arg\{X_{\text{MinPh}}[k + 1]\} - \arg\{X_{\text{MinPh}}[k - 1]\})/2 \\
\approx c_1^2 (\bar{X}[k + 2] - 2\bar{X}[k] + \bar{X}[k - 2])/2 \tag{15}
\]

which illustrates how phase varies, as a function of \(\bar{X}\). As seen, the rate of change of the phase is proportional to the second derivative of \(\bar{X}\). Around a maximum point, \(\bar{X}\) behaves like a concave function and its second derivative will be negative. Hence, the \(\Delta \phi_X[k]\) would be negative and the phase will be a decreasing function of frequency in that neighbourhood.

To have a quantitative interpretation of \(\Delta \phi_X\) or the second derivative of \(\bar{X}\), curvature [36] notion could be helpful. When the first derivative gets close to zero, which is the case at the local extrema of the \(\bar{X}\), curvature (almost) equals the second derivative. Intuitively, the larger the peak, the larger the curvature and subsequently, the larger the second derivative. Therefore, at the neighbourhood of the \(\bar{X}\)’s local maxima, namely poles, the phase spectrum shows maximum negative (or downward) slope. By the same token, for the minima of \(\bar{X}\), i.e., zeros, \(\Delta \phi_X[k]\) would be positive and maximum. As a result, zeros emerge as bins at which the phase spectrum has the maximum upward (positive) slope. Fig. 3 illustrates these points.

Putting these altogether and remembering that group delay is the negative derivative of the phase spectrum, one can write

\[
\arg\max\{|X[k]\} = \arg\max\{\log|X[k]|\} = \arg\max\{F(\bar{X})[k]\} = \arg\min(\Delta \arg\{X[k]\}) \tag{16}
\]

\[
= \arg\min(\Delta \arg\{X[k]\}) = \arg\max\{\tau_X[k]\}
\]

for some monotonically increasing function \(F\). In particular, HPS in the group delay domain takes the following form

\[
F_0 = \arg\max_{k_{\min} \leq k \leq k_{\max}} \{\text{HPS}[k]\} = \arg\max\{\sum_{h=1}^{N_{\text{harm}}} |X[hk]|^2\}
\]

\[
= \arg\max\{\sum_{h} \bar{X}[hk]\} = \arg\max\{\sum_{h} \tau_X[hk]\} \tag{17}
\]

and the SRH’s equivalent in the group delay domain would be

\[
F_0 = \arg\max_{k_{\min} \leq k \leq k_{\max}} \{\text{SRH}[k]\} \tag{18}
\]

\[
= \arg\max\{\tau_{E\tau}[k] + \sum_{m=2}^{N_{\text{harm}}} \tau_{E\tau}[mk] - \tau_{E\tau}[(m - 1/2)k]\}
\]

To distinguish the phase-based approaches from their magnitude-based counterparts, from now onwards, the phase-based ones are denoted by *, namely Cep*, HPS* and SRH*.

4. Proposed Method for Voicing Determination

To track the pitch, as well as the \(F_0\) value, one requires estimating the voiced/unvoiced state of the frame. One solution is to threshold the value of the cepstrum, HPS or SRH at its argmax, namely the putative pitch. However, finding an optimal value for the threshold is not straightforward and it varies with signal-to-noise ratio (SNR), noise type, etc. Furthermore, it turns out that even if the optimal threshold is found, some misses and false alarms still occur (Fig. 4(e)). In this section, we propose a simple yet effective method for voicing detection.

The red curve at Fig. 4(a) shows the unprocessed (raw) pitch track along with the ground truth track and Fig. 4(b) shows the value of the SRH* function at the \(F_0\). Based on the properties of the raw pitch track and the value of the function at the fundamental frequency we proposed the following algorithm:

Step 1 The raw \(F_0\) track varies smoothly at voiced frames and is spiky at the unvoiced ones. Initially, assume frames at which \(|F_0[n] - F_0[n-1]| < \text{threshold} \) (\(n\) is frame index) are voiced. It was observed that the threshold is not a critical parameter and 20 to 50 Hz is fine. It was set to 30 in the experiments. Fig. 4(c) shows the resulting track which is still spiky at unvoiced frames.

Step 2 Remove the spikes through accepting a frame as voiced, only if it is in the center of a sequence of at least \(c\) consecutive voiced frames. \(c\) was set to 5 here. As shown in Fig. 4(d), it returns a reasonable estimate for the voiced/unvoiced flags.

Step 3 Using the unvoiced flags, one can compute the threshold for voicing detection: set the threshold to the mean plus standard deviation of the function at the unvoiced frames. Large threshold gives rise to higher miss rate and low threshold brings about more false alarms. As seen in Fig. 4(b) this returns a reasonable value for the threshold. However, as Fig. 4(e) illustrates, relying only on the threshold gives rise to false alarms.

Step 4 To deal with the false alarms which the threshold causes, compute the logical AND of the voiced flags of the Step 2 and Step 3. Actually, it was observed that the Step 3 can be totally skipped, although keeping it along with applying Step 4 can slightly improve the performance. The results are almost identical to Fig. 4(d).

Step 5 Apply a median filter to smooth the \(F_0\) track (Fig. 4(f)). The filter length was set to 7 here. It is not a critical choice (3, 5 and 9 may be used) but it should be an odd number, otherwise it could give rise to octave error at the voiced/unvoiced borders.

5. Experimental Results

5.1. Setup

For evaluating the proposed phase-based approach, the FDA [28] and Keele [29] databases have been used. The sampling frequency for both databases is 20 KHz. Frame length, frame shift, FFT size and \(N_{\text{harm}}\) were set to 64 ms, 10 ms, 4096 and
The proposed voicing detection algorithm was employed with the aforementioned parameters for both phase and magnitude-based approaches. Pitch was computed in a single pass without extra search space limiting other than the minimum/maximum $F_0$ values, i.e., 50/500 Hz.

The FaNT tool [37] was used to add noise to clean signals. It deploys speech detection before the SNR calculation which leads to a more meaningful definition of SNR. Note that skipping speech detection and computing the power using all the speech/non-speech frames leads to a smaller power for the clean signal, especially when the silence part is large. Consequently, for a given SNR, the power of the noise would be lower, too. This, in turn, leads to a spurious measure of noise robustness.

For both databases, the provided pitch references were used as a ground truth. To evaluate $F_0$ tracks objectively, the following measures were employed: Voicing decision error (VDE) [38], gross pitch error (GPE) [38], fine frame error (FFE) [39], voiced error (VE) [40], unvoiced error (UE) [40] and pitch tracking error (PTE) [40]. For details of each metric, please refer to the respective references.

5.2. Results and Discussion

Experimental results in clean and noisy (Babble, 10 dB) conditions are illustrated in Fig. 5 (average of male and female speakers). As seen, for both FDA and Keele, and in clean and noisy conditions, the phase-based approach for most measures and test scenarios outperforms its magnitude-based counterpart.

For the cepstrum method, it was observed that the phase and magnitude-based approaches return the same results. This stems from the fact that the Hilbert transform which links the log-magnitude and the phase spectra and the DCT/FFT which takes these spectra to the cepstrum domain are both linear and under a linear transform the argmax does not change. That is why both Cep and Cep\* return identical estimate for pitch. In Fig. 5 and for saving space only one of them is shown. As the results indicate, the cepstrum method is less robust than the other techniques, although it is accurate at high SNRs.

In case of the HPS, the proposed approach returns better results than its magnitude-based counterpart in many test cases. This could be expected considering the higher frequency resolution and lower frequency leakage properties of the group delay which paves the way for pinpointing the pitch bin with higher accuracy. As seen in Fig. 5, HPS provides a good level of accuracy/robustness and works well in the phase domain.

For the SRH method, the phase-based framework outperforms its magnitude-based counterpart for almost all measures. This may be explained by the high frequency resolution of the GD (similar to HPS) but also there is one more contributing factor: Note that, in the magnitude-based SRH, the residual signal is computed using linear prediction whereas in the phase-based one the cepstral smoothing is utilised to extract the source component. Since in pitch tracking, the frame length is usually longer than 20–40 ms (to achieve higher frequency resolution, especially for low-pitch speakers), the stationarity assumption may be violated to some extent. Therefore, considering a parametric autoregressive model for a frame with longer length (64 ms here) introduces some error. Cepstral smoothing requires the stationarity assumption, too, but since it is nonparametric it can better handle this issue.

6. Conclusion

In this paper the usefulness of the speech phase spectrum for pitch tracking was studied. After illustrating that the phase includes source information, the extension of three magnitude-based techniques, namely cepstrum, HPS and SRH to the phase domain was investigated. It was shown that the \textit{argmax} of an increasing monotonic function of the magnitude spectrum is equivalent to the \textit{argmin} of the phase change w.r.t. the frequency and the \textit{argmax} of the group delay. Using these points, the equivalents of the aforementioned techniques in the phase and GD domains were derived. In addition, a novel method was proposed for voicing detection to facilitate pitch tracking. The performance of the magnitude-based and phase-based techniques was studied and compared in clean and noisy conditions using six pitch evaluation metrics. It was shown that the phase-based approach along with the proposed method for voicing detection can be successfully employed in pitch tracking. Testing the proposed approach in classification/recognition tasks such as ASR and emotion recognition is suggested for future work.

Figure 4: Steps of the proposed method for voiced-unvoiced detection. (a) raw (unprocessed) $F_0$ track vs the oracle track, (b) track of the SRH\* at $F_0$ ($SRH^*\ 8F_0$) vs. the threshold computed in Step 3, (c) Step 1, (d) Step 2, (e) Step 3, (f) Step 5.

Figure 5: Pitch performance measures in clean and noisy (Babble, 10 dB) conditions. (a) FDA-clean, (b) Keele-clean, (c) FDA-noisy, (d) Keele-noisy. The best technique for each metric is mentioned on top of the corresponding bars.
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