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Abstract

In disordered speech context, and despite its well-known subjectivity, perceptual evaluation is still the most commonly used method in clinical practice to evaluate the intelligibility level of patients’ speech productions. However, and thanks to increasing computing power, automatic speech processing systems have witnessed a democratization in terms of users and application areas including the medical practice.

In this paper, we evaluate an automatic approach for the prediction of cancer patients’ speech intelligibility based on the representation of the speech acoustics in the total variability subspace based on the i-vector paradigm. Experimental evaluations of the proposed predictive approach have shown a very high correlation rate with perceptual intelligibility when applied on the French speech corpora C2SI ($r=0.84$). They have also demonstrated the robustness of the approach when using a limited amount of disordered speech per patient, which may lead to the redesign and alleviation of the test protocols usually used in disordered speech evaluation context.
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1. Introduction

Speech disorders may affect, depending on their underlying causes, different components of speech production (respiration, phonation, articulation, prosody, etc.). Different measures have been studied in the literature to assess speech quality such as intelligibility, comprehensibility and the severity of the speech alteration. Hence, many evaluation protocols have been designed to gather such measures. These protocols can be related to specific voice and speech disorders such as dysarthria [1], dysphonia [2] or applied to multiple speech disorders [3]. They aim at helping clinicians in their knowledge of the speech impairment and its clinical evaluation, crucial for following the condition progression of patients in the case of treatment or/and speech rehabilitation. In this context, perceptual evaluation is still the most used method for disordered speech evaluation in clinical practice despite its documented limitations such as irreproducibility and subjectivity[4].

Intelligibility loss is one of the most frequent complaints encountered among patients suffering from speech disorders. To cope with the limitations reported above, automatic approaches have been seen, very early, as potential solutions by providing objective tools for intelligibility assessment. In the literature, we can distinguish two main kinds of approaches: those directly based on automatic speech transcription systems resulting in a word transcription error rate as an intelligibility score [5], and those which are using automatic speech processing technologies so that relevant information can be extracted from speech and used within an automatic prediction system of the degree of intelligibility [6, 7]. In parallel, other automatic approaches have also demonstrated indirect abilities to provide intelligibility scores, as for instance in [8], in which the approach is focused on a sharper analysis of dysarthric speech and is dedicated to the detection of anomalies.

The i-vector paradigm is a state-of-the-art approach successfully applied in speaker recognition applications [9]. It is proven to represent well speaker characteristics [10]. This paradigm has been adapted to several other contexts such as language recognition and even speech quality evaluation. In [11], this representation, combined with a large set of acoustic, syllable-level, and phonotactic features, was used for the automatic prediction of UPDRS ratings of Parkinson’s Disease patients, in the specific context of Interspeech 2015 CompE challenge. In [12], the i-vector paradigm was used as a speaker normalization and involved in a more complex classification approach, combining acoustic and articulatory features for the automatic detection of Amyotrophic Lateral Sclerosis (ALS). In [13], i-vectors were used for the representation of word segments produced by 15 dysarthric speakers resulting in some important correlations between automatically predicted and reference intelligibility measures. Finally, in [14], the authors proposed an approach based on a cosine distance between the i-vector representation of a speech production (test) and two reference i-vectors representing each normal and dysarthric speech.

In previous work [15], we proposed an approach based on the i-vector paradigm for the automatic prediction of several dysarthric speech evaluation metrics like intelligibility, severity, and articulation impairment. The proposed approach was applied on 129 dysarthric and healthy speakers and high correlation measures (between 0.8 and 0.9) were reached between the different automatic predictions and reference perceptual speech evaluation metrics.

In this paper, the same automatic i-vector-based approach is used for the automatic prediction of speech intelligibility measure in the context of Head and Neck Cancer (HNC) patients. Here, automatic prediction scores are compared to intelligibility measures issued from an original perceptual protocol based on pseudo-word production by patients and healthy speakers. In addition to the evaluation of the i-vector-based approach (in terms of performance), this protocol permits to investigate the impact of the recording length as well as the one of the speech material on the precision of the automatic prediction score of speech intelligibility.
This work contributes to a larger research project dedicated to the automatic evaluation of the Quality of Life (QoL) after cancer on the basis of speech quality measures. The rest of this paper is organized as follows. In section 2, the corpus and its perceptual evaluation used in this study is described. The automatic approach architecture is described in section 3. In section 4, the behavior of the proposed approach is investigated whereas section 5 provides a conclusion and directions for future work.

2. Corpus description

2.1. Population

The current study is based on the French HNC speech corpus C2SI [16]. This corpus includes patients suffering from oral cavity or oropharyngeal cancer and healthy speakers, who were asked to record different speech production tasks like sustained /a/, read speech, picture description, spontaneous speech, and isolated pseudo-words. All the patients have undergone a cancer treatment consisting in surgery and/or radiotherapy and/or chemotherapy.

In this study, only the isolated pseudo-words, referred to as DAP (Décodage Acoustico-Phonétique, i.e.: Acoustic-Phonetic Decoding) later in the rest of paper, are involved. During this task, all speakers have pronounced 52 pseudo-words. Each pseudo-word had the following phonotactic structure: \( C(C)_1 V_1 C(C)_2 V_2 \) where \( C(C)_i \) was an isolated consonant \( C \) or a consonant group \( CC \). These elements were selected from a list of 18 consonants and 16 consonant group of French; 8 different vowels could be selected.

Using this combinatorial method, 95000 pseudo-words were automatically generated. This set was then reduced to 90000 elements after the removal of semantically correct French words. For each speaker, a list of 52 items was then randomly built from the 90000 pseudo-words database. All the lists contained the same number of consonants and vowels but with different combinations, which makes the lists equivalent but different. These variations are necessary to avoid learning effects for the listeners who then transcribed the productions of the speakers.

In total, 85 patients and 41 healthy speakers were recorded for this task. Some patients did not complete the reading task due to an extreme fatiguability and produced less than the 52 required pseudo-words.

2.2. Perceptual intelligibility evaluation

All of the pseudo-words pronounced by the speakers have been transcribed by 40 listeners. To alleviate the transcription time, each pseudo-word was evaluated by at least 3 of them. The listeners, naive but required to have good spelling level, were confronted with a task that resembles acoustic-phonetic decoding (hence the name of the speech production task) followed by a written transcription. In total, 18360 orthographic transcriptions of the pseudo-words were gathered. The annotation was performed using the Lancelot-Perceval platform.

For each pseudo-word, the average Levenshtein distance, considering acoustic distinctive features, between the expected pseudo-word and the transcribed response and so characterizing the least intelligible speakers.

3. Methodology

The proposed approach studied here relies on two steps. The first one consists in the parameterization and the representation of each speech utterance in the total variability subspace. Thus, each recording associated with a healthy speaker or a patient is represented with an i-vector [9].

The second step is a regression from the i-vector subspace to the intelligibility space \( 1 \) dimension). Support Vector Regression (SVR) is used, considering the limited amount of annotated data available for the study. These phases are reported in figure 1. Despite the large number of patients and healthy speakers available considering the pathological speech context, the amount of data remains limited compared to other “standard” automatic speech processing applications.

3.1. The total variability subspace

The total variability paradigm was first introduced in the context of automatic speaker recognition. It consists on the conversion of an acoustic vector (recording) into a single low-dimensional vector representing the whole speech utterance. The speaker- and session-dependent super-vector \( s \) of concatenated Gaussian Mixture Models (GMM) means is assumed to obey a linear model of the form:

\[
s = m + Tw
\]

where \( m \) is the mean super-vector of the Universal Background Model (UBM), \( T \) is the low-rank projection matrix trained using a large dataset by MAP estimate (it represents the “total variability” subspace) and \( w \) is a latent variable, called “i-vector”, having a standard normal distribution \( \mathcal{N}(0, I) \).

For more details, the algorithms for the estimate of \( T \) and the extraction of i-vectors are described in [17].

3.2. I-vector extraction

In this work, the parametrization used consisted on 19 LFCC, their 19 first \( (\Delta) \) and 11 second \( (\Delta \Delta) \) derivatives. Also, a mean and variance normalization (MVN) was applied to the LFCC features computed on the speech portions of each recording (silences and pauses were eliminated), detected using an automatic text-constrained phone alignment. Then, a gender-dependent 512 component UBM and a total variability matrix \( T \) of low rank 400 estimated using French Ester 1&2, REPERE and ETAPÉ speech corpora (7690 sessions from 2906 speakers) [18] are used to extract one i-vector per speech recording. The LIA_SpkDet package of the ALIZE open source toolkit [19, 20] is used for the estimate of the total variability matrix and the i-vector extraction.

3.3. Support Vector Regression

The basic idea of Support Vector Regression is to find a function that maps between a representation and a prediction subspaces. In \( \epsilon \)-SVR, this consist in finding a function that has, at most, \( \epsilon \) deviation from target reference values for all the training data. When such a task is not feasible, trade-off and slack variables are introduced to cope with the optimization problem [21].

For each test vector, and given the training vectors \( x_i \in \mathbb{R}^{400} \),
where \( \alpha_i \) and \( \alpha_i^* \) are Lagrange multipliers, \( K \) is the kernel function and \( b \) is the bias. In this work, RBF kernels were used. Also, and considering the high performance achieved by the i-vector representation in speaker recognition context, a 10 fold cross-validation process was implemented to avoid bias related to same speakers being present on both training and testing phases.

4. Results and discussions

To evaluate the performance of the automatic approach on the C2SI corpus, Pearson Correlation (\( r \)) and Root Mean Square Error (RMSE) measures were computed between the automatically predicted and perceptually evaluated intelligibility scores (described in section 2.2).

4.1. Intelligibility prediction at the speaker level

The first experiment we performed consisted in the automatic prediction of the intelligibility of each speaker using his/her entire speech recording, in which he/she pronounced the 52 pseudo-words. This meant that we had a large amount of data to estimate the i-vector representing each speaker’s acoustic production. Figure 2 depicts the automatically predicted intelligibility measure compared to the reference perceptual evaluation. We observe that the automatic approach is capable of performing a good separation between the patients and healthy speaker groups. The regression slope confirms the system ability to detect and represent the loss of intelligibility measured perceptually by the listeners. Indeed, \( r \) and RMSE measures reach 0.84 and 2.339 respectively. This correlation rate is consistent with previous results observed over read speech produced by dysarthric patients [15]. Also, the resulting RMSE measure is quite low considering that the interval of the reference measure is characterized by a wide range ([0, 22] for this corpus) and an extreme sensibility. Indeed, the perceptual evaluation is measured on a discrete interval, where the smallest difference for any phoneme, in terms of acoustic distinctive features, between the reference and the manual pseudo-word transcription is, at least, a 1 point distance).

4.2. Intelligibility prediction at the sublist level

Since the approach capacity of predicting the intelligibility measure on pseudo-words is confirmed, we propose here to study the amount of speech required to perform a reliable prediction. This is important considering that the heaviness of the task performed by patients during the test protocol is crucial in disordered speech evaluation context. As reported in section 2, fatiguability may prevent patients from completing the reading task of 52 pseudo-words.

Considering that almost each speaker produced a list of 52 pseudo-words, we divided each speaker’s list into 5 sublists of around 10 words each. Each sublist represented around 7 seconds only of speech. Apart from their size, the pseudo-word distribution among the sublists was totally random and did not consider their structure or composing phonemes. Each sublist was assigned a perceptual intelligibility measure by averaging distances measured on their pseudo-words (section 2.2). In total, 623 sublists were extracted representing the 126 speakers. A 10 fold cross-validation was implemented on the speaker level to avoid bias resulting from the use of sublists produced by the same speaker in both train and test phases.
Figure 3 depicts the automatically predicted intelligibility measure compared to the reference perceptual evaluation on each sublist. We observe that the discriminative attribute of the approach between patients and healthy speakers is maintained and that the 10 pseudo-word sublists used were sufficient for the automatic approach to detect the intelligibility loss for the patients.

![Figure 3: Automatically predicted intelligibility computed at the subset level (~10 pseudo-words) according to perceptual evaluation and a slope 1 line (black).](image)

Considering both the $r$ and RMSE measures, we note that even though a high correlation measure between the automatic predicted and perceptual intelligibility scores is reached (0.75), a 0.09 absolute loss is observed compared with the prediction score reached with the totality of the 52 pseudo-words. Nonetheless, we support that the performance loss is not extreme and does not challenge the automatic prediction reliability since the RMSE still remains quite low with a value of 2.719 against 2.339 considering the 52 pseudo-words.

Also, we computed, for each speaker, an average of his/her sublist-based predicted intelligibility scores and compared it with the reference speaker perceptual evaluation used in the first experiment. The $r$ and RMSE measures reach 0.84 and 2.354 respectively, which is quite similar to values observed in when the prediction was performed at the speaker level.

4.3. Discussion

One key assumption made in the previous experiment was that the different sublists, extracted randomly, were equivalent and carried the same information from an intelligibility point of view. However, we observed that the correlation measure between the predicted and perceptual evaluations computed over the 5 sublists extracted per speaker could vary between 0.72 to 0.80. This variability meant that the sublists, and therefore the pseudo-words associated with, were considered differently by the automatic prediction system, and the i-vector-based approach. Based on this observation, the choice of sublists to use for the prediction task may have a major impact.

In order to highlight this behavior, table 1 presents the best (or worst) $r$ and RMSE measures that could be achieved if we only consider the sublists that minimize (or maximize) the prediction errors. We observe that the correlation measure could reach up to 0.87 and the RMSE only 1.685 if the sublists used for the evaluation are well chosen. In contrast, the $r$ measure drops down to 0.58 if the sublists used hold “less significant” words. Even though, in this case, the performance loss is important, this value could be seen as a threshold in terms of bad predictions for the automatic approach.

Table 1: Pearson correlation ($r$) and Root Mean Square Error (RMSE) measures between automatically predicted and perceptual intelligibility scores when using the best and worst sublist selections.

<table>
<thead>
<tr>
<th>Selection</th>
<th>$r$</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best sublist</td>
<td>0.87</td>
<td>1.685</td>
</tr>
<tr>
<td>Worst sublist</td>
<td>0.58</td>
<td>4.278</td>
</tr>
</tbody>
</table>

As seen above, the pseudo-word discriminative potential in terms of intelligibility can notably vary. Therefore, in addition to the sophisticated method implemented to design the initial list of 90000 pseudo-words (section 2.1), a more thoughtful way of building the sublists used for speech production by speakers should result in even higher gains in automatic prediction precision (for example: maximizing the presence of consonants in the speech). This observation can be highly useful when implementing new protocols for the automatic/perceptual evaluation of disordered speech. Indeed, most of the battery of assessment tests are substantial and require much effort from both the patient and the evaluating listener. A more relevant linguistic unit content selection can be extremely helpful to drastically alleviate them.

5. Conclusion

This paper investigates an automatic approach for the prediction of speech intelligibility based on the i-vector paradigm and Support Vector Regression-based models. This approach was applied on a dedicated reading protocol of pseudo-words produced by speakers suffering from a head or neck cancers. High correlation (0.84) was achieved between the automatically predicted and perceptual evaluations when using 52 pseudo-words per speaker. Moreover, the approach proved to be stable and robust to the lack of data since $r=0.75$ was achieved when using only about 20% of each speaker’s speech production (~10 pseudo-words). In addition, the effect of the sublists used for the evaluation, and consequently of the relevancy of pseudo-words associated with in terms of intelligibility prediction, was established. Future work will investigate information carried by each pseudo-word and the impact of its phonetic content on the intelligibility evaluation, from the perceptual and automatic point of view.
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