Multimodal Name Recognition in Live TV Subtitling

Marek Hrůz1, Aleš Pražák1, Michal Bušta2

1University of West Bohemia, Faculty of Applied Sciences
NTIS - New Technologies for the Information Society
Univerzitní 8, 306 14 Plzeň, Czech Republic
2 Czech Technical University, Faculty of Electrical Engineering
Center for Machine Perception, Department of Cybernetics
Karlovo namesti 13, 121 35 Prague, Czech Republic

In this paper, we present a method of combining a visual text reader with a system of automatic speech recognition to suppress errors when encountering out-of-vocabulary words – specifically names. The visual text reader outputs detected words that are mapped into a large list of names via the Levenshtein distance. The detected names are inserted into the class-based language model on the fly which improves recognition results. To demonstrate the effect on the real speech recognition task we use data from sports TV broadcasting where a lot of names are present in both the audio and video streams. We superseded manual vocabulary editing in live TV subtitling through respeaking by an automated online process. Further, we show that automatically adding the names to the recognition vocabulary online and with forgetting lowers the WER relatively by 39% in comparison with the case when names of all sportsmen are added to the vocabulary beforehand and by 15% when only the relevant names are added beforehand.

1. Abstract

In this paper, we present a method of combining a visual text reader with a system of automatic speech recognition to suppress errors when encountering out-of-vocabulary words – specifically names. The visual text reader outputs detected words that are mapped into a large list of names via the Levenshtein distance. The detected names are inserted into the class-based language model on the fly which improves recognition results. To demonstrate the effect on the real speech recognition task we use data from sports TV broadcasting where a lot of names are present in both the audio and video streams. We superseded manual vocabulary editing in live TV subtitling through respeaking by an automated online process. Further, we show that automatically adding the names to the recognition vocabulary online and with forgetting lowers the WER relatively by 39% in comparison with the case when names of all sportsmen are added to the vocabulary beforehand and by 15% when only the relevant names are added beforehand.

2. Introduction

With the rapid development in the field of Automatic Speech Recognition (ASR) over the last decades, real-time Large Vocabulary Continuous Speech Recognition (LVCSR) is being used as a cost-effective alternative to live TV subtitling over manual keyboard transcriptions. Since ASR technology is still not able to automatically transcribe any television broadcast with acceptable accuracy, so-called respeaking – a technique in which a professional respeaker listens to the source audio and dictates it in a quiet environment to the well-tailored speech recognition system – has consolidated as the most widely adopted live subtitling technique. Live subtitling through respeaking was pioneered by British BBC in 2003 [1] and now it is used all over the world. At our department, we have developed our own remote live subtitling solution with many innovations [2]. Now, we provide live subtitles for the Czech television, the public service broadcaster in the Czech Republic, mainly for live sports broadcasting.

Even with large vocabularies, the major problem of live subtitling of sports TV programs is Out-Of-Vocabulary (OOV) words, especially the names of sportsmen and teams, which cannot be covered by any real language model training data. Many OOV related papers were published, for example, using OOV detector for named entities recognition [3] or proposing OOV recovery based on sub-word units [4], but these methods are not usable in the task of live TV subtitling. In our case, the sports event participants are usually known in advance, so we solved this problem with a class-based language model, where its classes should be filled before each live subtitling. Since each sport has its specific terms and phrases that are commonly used during TV commentary of the sport, we manually transcribed TV commentaries of 40 different sports (e.g. baseball, golf, figure skating or shooting). Each name of a player, competitor, team, nationality or sports place in these manual transcriptions was labeled. The names that did not relate to the transcribed match or competition were not labeled, because the commentators may use them freely (e.g. legendary sportsmen such as "Bjoerndalen", "Phyuschenko" or "Jagü"). Different labels were used for the names of players or competitors, for the names of competing teams or countries or participant nationalities and for the designations of sports places. In addition, each label was supplemented by a number representing one of 6 grammatical cases (i.e. different word forms) of the expression. Finally, taking into account the above-mentioned labels instead of the individual words, class-based language model with 18 classes (6 classes for players and competitors, 6 classes for teams and nationalities and 6 classes for sports places) was trained for each sport (see [5] for details). After mixing with other relevant language model training data, resulting trigram language models incorporate about 550k words for each different sports domain.

Before each live subtitling session, the respeaker adds the names and surnames of sportsmen participating in the match or competition to the recognition system based on official start lists published on the web pages or other relevant sources. Language model classes are then filled with names and surnames automatically inflected (rule-based) to 6 grammatical cases. Both a surname only and a combination of name and surname are generated. By default, all names within one class have the same weight, so uniform probability distribution is used. A similar process is used for the names of teams, nationalities and sports places. All items may be prepared in advance, so the respeaker only chooses a predefined selection, items are added to the recognition system (including all class n-grams) and the respeaker immediately starts subtitling.

In this paper, we focus on enhancing live TV subtitling by employing a technique from computer vision for automatic detection and recognition of texts and subsequent names extraction by our own algorithm. We call this process visual name spotting. The aim is to automatically fill language model classes during live subtitling with names from live sports graphics, so to supersede current manual work by an automated online process.
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In this paper, we focus on enhancing live TV subtitling by employing a technique from computer vision for automatic detection and recognition of texts and subsequent names extraction by our own algorithm. We call this process visual name spotting. The aim is to automatically fill language model classes during live subtitling with names from live sports graphics, so to supersede current manual work by an automated online process.
3. Visual name spotting

In recent years there has been a lot of research conducted addressing the problem of reading the text in the wild. In this paper, we are concerned with reading a computer-generated, well-formed text. This problem can be considered as a subset of wild text reading. Several systems were developed in the past including but not limited to text detection methods based on handcrafted features [6, 7, 8], or deep learning methods [9, 10, 11] and more recently [12]. In this paper, we use the models and algorithms developed in [13]. The algorithm uses a Convolutional Neural Network (CNN) to detect regions that very likely contain text, geometrically transforms the regions into rectangles of fixed height and variable width. Another CNN reads the text inside the transformed rectangles. The net uses CTC loss function [14] during optimization. The output is a sequence of characters that need to be processed further to obtain names.

First, the text sequences are stripped of non-alphabet characters. We are concerned only with Latin characters. Strings of length one are ignored. This yields a list of detections which are outputted by the algorithm as a list of detected names. This list is also used for name spotting in previously unmatched detections. One can think of it as a second pass through the detections. These detections are usually outside the sports graphics and thus are considered as wild text. An example is a name of a sportsman on his/her jersey. Without the context, it is very difficult to determine whether the detected string is a name or not, because the first name is missing. That is why we apply name re-spotting – we match all the unmatched strings with the already detected names. The process is very similar to the process of finding names in the graphics – we again use the normalized Levenshtein distance but we search only among the surnames of sportsmen.

4. Name spotting integration

The names detected by the proposed visual name spotting algorithm should be added to the live subtitling system just in time of their detection. This is very simple thanks to the phonetic prefix (lexical) tree structure of our recognition network. Lexical trees are highly efficient for languages with a high degree of inflection (such as the Czech language), where many word forms are derived from the same word stem. A time-synchronous Viterbi search on word-conditioned lexical tree copies is carried out. To enable recognition with a vocabulary containing more than one million words in real-time, the decoding process is highly parallelized by partitioning the vocabulary (and related lexical tree copies) to smaller units, their parallel decoding, and smart data synchronization. New words added to the vocabulary during the recognition are represented by an additional parallel unit which is simply integrated into the decoding process. Since trigram language model probabilities are factorized along the lexical trees on the fly, no pre-computing is required and new words can be recognized starting with the next time frame with full n-gram statistics.

During our first experiment, online detected names in all grammatical forms (both surname only and first name + surname) were added to the corresponding language model classes with the same weights. Consequently, with the increasing number of detected names their weights in each class decreased over time. This is not an optimal strategy because the recognition
our own speech recognition system optimized for low-latency real-time operation for experiments. Since three hours of test data commentary are respoken by the respeaker, a speaker-specific acoustic model was used. We use common three-state HMMs with output probabilities modeled by a Deep Neural Network (DNN). Language model consists of 527,762 words and 18 classes (as described in previous sections), from which only 6 classes for competitors names were used for experiments.

To show the problem of OOV names on our test data, the first experiment was carried out without any added name, so only names covered by the basic vocabulary could be recognized. The OOV rate on names was 39.35 % and Word Error Rate (WER) on names reached 50.82 % (see Table 1).

In the next step, we added all the names of athletes participating in the Olympic Games in Rio de Janeiro to the language model classes prior to the recognition. In real live subtitling, this could be a quite simple one-time job since this list should be known at the time when the Olympics starts. In total, 2,153 names were added comprising 4,173 items (surname and first name + surname) in each class. The total number of items is not equal to the expected double name count since some surnames of different athletes are the same. All names within one class have the same weight, hence the class perplexity is equal to the number of items in that class. To narrow the list of sportsmen and to lower names error rate in practice, only sportsmen participating in subtitled sports event (i.e. one TV program) are added to the recognition system just before subtitling. This requires a lot of manual work – there are hundreds of sports events at the Olympic Games. In our case, 250 names were added comprising 495 items in each language model class. See results for “All names prior” and “Event names prior” in Table 1.

Finally, the name classes were filled automatically during recognition based on online visual name spotting process described in this paper. The class perplexity in Table 1 is averaged over time. Achieved WER on names (6.66 %) is higher than in case of prior addition of event names (6.39 %) for the following reasons:

- The visual name spotting process is not error-free.
- Some names could be uttered before they are presented in the graphics.
- Seven reported sportsmen did not join the competition, but they could be mentioned by the commentator.

Considering the time saved by the automation of the name addition process this is already a very promising result. The error is relatively just 4 % higher. When we employ the forgetting of names in language model classes, the results are even better (see row “Names from graphics with forgetting” in Table 1) – a relative decrease of error by 8.6 % when compared to the manual addition of relevant names. The shape of the forgetting curve has some impact on the error rate. We experimented with three different curves: 

- \( f_3(x) = 30/(x + 30), \)
- \( f_2(x) = 1 - (x/300)^5, \)
- \( f_1(x) = 0.6 - 0.4 \cdot \tanh(x/20) - 4; \)
denoted \( \exp(x), \text{pow}(x), \text{tanh}(x), \) respectively, in Figure 3. The constants in the functions were set experimentally. In our experiment the curve \( f_1(x) \) performed the best with WER 5.84 %, while \( f_2(x) \) had error 7.61 %, and \( f_3(x) \) had error 6.25 %. As the results show, the curve \( f_2(x) \) is the worst due to the fact that at some point in time the name is forgotten completely and cannot be recognized, even though it may be uttered at a later time. By postponing the time of forgetting, the results are better, but they do not achieve the success of \( f_1(x) \). Curve \( f_1(x) \) performs better than the case when no forgetting is implemented, but not as good as \( f_1(x) \). This seems to be due to a constant leftover remembering of the name which raises the total perplexity over time.

The best results are obtained when we support the forgetting technique by detection of names in the wild text. We reset

<table>
<thead>
<tr>
<th></th>
<th>Mean class</th>
<th>WER overall</th>
<th>WER names</th>
</tr>
</thead>
<tbody>
<tr>
<td>No added names</td>
<td>4.173</td>
<td>7.89 %</td>
<td>50.82 %</td>
</tr>
<tr>
<td>All names prior</td>
<td>495</td>
<td>2.44 %</td>
<td>8.97 %</td>
</tr>
<tr>
<td>Event names prior</td>
<td>286</td>
<td>2.13 %</td>
<td>6.39 %</td>
</tr>
<tr>
<td>Names from graphics</td>
<td>123</td>
<td>2.10 %</td>
<td>5.84 %</td>
</tr>
<tr>
<td>Names from graphics with forgetting</td>
<td>119</td>
<td>2.04 %</td>
<td>5.43 %</td>
</tr>
</tbody>
</table>

Table 1: Experimental results of online LVCSR of three hours of TV broadcasting.
the name weights based on the name re-spotting (see the last row of Table 1). It is natural since the presence of an athlete in the video indicates that the commentator may refer to him/her by name. This approach results in WER 5.43 % on names which is a relative improvement of 15 % when compared to the manual addition of relevant names to the vocabulary prior to the recognition.

6. Conclusion and Future Work

We have presented a visual name spotting process for a multimodal approach to handling out-of-vocabulary words – specifically names. We have demonstrated its impact on results of speech recognition of TV broadcasting of sports event. We have used a successful technique from the field of computer vision based on deep neural networks to detect texts in visual modality of TV broadcasting. We have identified names among these texts by matching them to a large vocabulary of sportsmen names. We have shown that adding the detected names to the recognition system online performs better than when all names are added beforehand (WER on names 6.66 % vs. 8.97 %). Next, we have introduced a forgetting technique which assigns weights to the detected names based on the elapsed time from the last appearance of the name in the video. With this technique, the WER on names drops to 5.43 % which is a relative decrease of error by 15 % when compared to a manual addition of relevant names before the sports event starts. By this, we have shown that the method has capabilities of improving systems of live TV subtitling both in operating costs and performance.

Although some algorithms in this paper were specifically designed for sports TV programs, they can be applied to a larger variety of multimodal data. On the other hand, it is possible to modify them to be even more general. A task-specific information – a list of all relevant sportsmen – can be substituted for example by a Google prompt allowing to validate detected names and even to correct them automatically. Furthermore, the visual text reader can be re-trained to task-specific data to improve visual name spotting results.
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