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Abstract

Automatic speech recognition (ASR) in far-field reverberant environments is challenging even with the state-of-the-art recognition systems. The main issues are artifacts in the signal due to the long-term reverberation that results in temporal smearing. The autoregressive (AR) modeling approach to speech feature extraction involves representing the high energy regions of the signal which are less susceptible to noise. In this paper, we propose a novel method of speech feature extraction using multivariate AR modeling (MAR) of temporal envelopes. The sub-band discrete cosine transform (DCT) coefficients obtained from multiple speech bands are used in a multivariate linear prediction setting to derive features for speech recognition. For single-channel far-field speech recognition, the features are derived using multi-band linear prediction. In the case of multi-channel far-field speech recognition, we use the multi-channel data in the MAR framework. We perform several speech recognition experiments in the REVERB Challenge database for single and multi-microphone settings. In these experiments, the proposed feature extraction method provides significant improvements over baseline methods (average relative improvements of 9.7% and 3.9% in single microphone conditions for clean and multi-condition respectively and 6.3% in multi-microphone conditions). The results with clean training on single microphone conditions further illustrates the effectiveness of the MAR features.

Index Terms: Far-field speech recognition, 3D CNN modeling, Multi-variate Autoregressive (MAR) modeling, Time-frequency analysis, Single and multi-Channel speech processing.

1. Introduction

The advancement of deep neural networks has established a benchmark in modeling an Automatic Speech Recognition system (ASR). Although its performance has shown to have improved over the decades, degradation due to reverberation is a notable challenge in the development of a real world application of hands free ASR. [1]. For example, Peddinti et al., [2] reports a 75% rel. degradation in word error rate (WER) when far-field array microphone signals are used instead of the headset microphones in the ASR systems, both during training and testing. The main issue in reverberant environments is the temporal smearing of the received speech signal.

A conventional solution to the reverberation artifacts is to employ multi-microphone sensors to record speech signals. A delay-sum based approach called beamforming is subsequently employed for multi-channel signal based speech enhancement [3, 4]. Performance degradation in reverberated conditions can also be overcome by training on multi-conditioned data [5]. It has been observed that the performance of an ASR system is substandard even after going through speech enhancement and the multi-condition training, when compared to the clean test data (without reverberations). This points to a need to attain noise robustness either at the signal analysis stage in the front-end or at the statistical modeling stage. In this paper, the issue of robustness in feature extraction has been addressed.

The use of a multivariate time series analysis for feature extraction has been explored in this paper [6, 7]. The multivariate AR (MAR) modeling is an approach where a linear combination of past vectors have been used to approximate a random time series vector. The coefficients of prediction are matrices estimated using a least squares criterion. The MAR modeling technique has been broadly used for forecasting applications in econometrics [8]. In the past, speech enhancement using autoregressive modeling has been explored for multi-channel dereverberation [9]. Applications of the MAR model for joint-time frequency modeling shows a significant promise for noisy speech recognition [10]. In this paper, we use the MAR model for feature extraction in single and multi-channel speech recognition.

The MAR approach to feature extraction uses the long-term windows of the signal (2000 ms) which are processed with a discrete cosine transform (DCT). The DCT coefficients are windowed in mel-spaced sub-bands. The mel-windowed DCT components from multi-microphone data are jointly used in the MAR framework to directly model the multi-microphone data (without any beamforming). The MAR coefficients here characterize the sub-band temporal envelopes of the multi-channel speech signal. The MAR modeling allows a representation of signal peaks in the multi-channel data and exploits the inherent 2-D structure along the time-channel space. Hence, these representations can be suitable for dealing with reverberation artifacts in the speech signal. In the case of single-channel speech recognition, the MAR features are extracted using the joint time-frequency modeling.

Experiments are performed on the REVERB challenge dataset using both single and multi-microphone conditions. In the case of single microphone conditions, the MAR framework has been used to model the joint time frequency by performing MAR on multi-band data (similar to previous work in [10]). We further compare the proposed approach to other noise robust feature extraction methods as well as the beamforming approach for multi-channel speech enhancement. In these experiments, the proposed MAR method provides significant improvements for the single and multi-microphone conditions. We also illustrate the benefits of the proposed approach for mismatched conditions in the REVERB challenge data using clean training conditions as well.

The rest of the paper is organized as follows. In Sec. 2, we describe the MAR model and the estimation method. The application of MAR model for speech feature extraction in single microphone conditions is discussed in Sec. 3 and for multi-microphone conditions in Sec. 3.2. The speech recognition experiments and results are described in Sec. 4. In Sec. 5, we
conclude with a summary of the proposed features.

2. Multivariate Autoregressive Modeling

A multivariate AR model of order $D$ is given by [7],

$$
y_q = u + \sum_{k=1}^{D} A_k y_{q-k} + u_q, \tag{1}
$$

where $y$ is a vector process of a sequential data with index $q$, varying from 1, ..., $Q$ and of dimension $D$. $\nu$ is the $D$ dimensional mean vector, $u$ is a white noise random process having covariance $\Sigma_u$ and dimension $D$. The MAR coefficients $A_k$ are $D$ dimension square matrices characterizing the model. The generalized least squares estimation (GLS) of the MAR parameters has been presented in the next subsection of the paper.

To illustrate the Model described by Eq. 1, we define a $D \times Q$ matrix, $Y := [y_1, ..., y_Q]$, a $D \times (Dp + 1)$ matrix, $B := [u_1, ..., u_p]$, a $D \times Q$ dimension matrix, $U := [u_1, ..., u_p]$ and a vector, $Z_t := [I_q y_{q-1}^T ... y_{q-p+1}^T]^T$ of dimension $(Dp + 1) \times Q$. Eq. 1 can thus be re-written as

$$
Y = BZ + U \tag{2}
$$

where $Z := [Z_0, ..., Z_{Q-1}]$ with dimension $(Dp + 1) \times Q$. Here, pre-sampling observations $y_{p+1}, ..., y_0$ are assumed to be available. Let vec denote a stacking operator which converts an $m \times n$ matrix to an $mn \times 1$ vector by stacking the columns of the matrix one below the other. Defining $u := \text{vec}(U) (DQ \times 1)$, $\beta := \text{vec}(B) ((D^2p + D) \times 1)$ and $\eta := \text{vec}(Y) ((D^2p + D) \times 1)$, we obtain,

$$
\eta = \text{vec}(BZ) + u = (Z^T \otimes I_D)\beta + u \tag{3}
$$

where the Kronecker product is denoted by $\otimes$ and $I_D$ is a $D$ dimensional identity matrix. The covariance matrix of $u$ is thus given by $I_Q \otimes \Sigma_u$. Here, the cost function $S(\beta)[11]$ is minimized by the GLS estimator. Using matrix operations such as the inverse of Kronecker product $^1$ and the commutative property $^2$, we get,

$$
S(\beta) = u^T(I_Q \otimes \Sigma_u)^{-1}u = \beta^T(\Sigma_u^{-1} \otimes I_D)\beta = 2\beta^T(\Sigma_u^{-1} \otimes I_D)\beta
\tag{4}
$$

where $C$ is a constant, independent of $\beta$.

2.1. Model parameter estimation

The parameter estimates of the model can then be obtained by setting $\frac{\partial S}{\partial \beta} = 0$. The estimate $\hat{\beta}$ can be written as,

$$
\hat{\beta} = ((\Sigma_u^{-1} \otimes I_D)Z) \eta \tag{5}
$$

The Hessian matrix $\frac{\partial^2 S}{\partial \beta \partial \beta^T} = 2(\Sigma_u^{-1} \otimes I_D)Z \eta$ is positive definite which indicates a minima. The above formulation reduces to the normal equations in a traditional AR model if $D = 1$. The estimator in Eq. (5) is consistent and asymptotically normal [7]. The estimate $\hat{\Sigma}_u$ can be obtained as follows,

$$
\hat{\Sigma}_u = 1 \over Q \sum_{q=1}^{Q} u_q u_q^T = Z(\Sigma_u^{-1} \otimes I_D)ZY^T \tag{6}
$$

2.2. Envelope Estimation

MAR modeling has widely seen applications in forecasting [8]. However, in this paper, we use MAR models to estimate temporal envelopes. For a 1-D time domain AR model, the spectral envelope of the sequence $y_q$ with coefficients $A_k = a_k$ is given by,

$$
\hat{S}(f) = \left| \frac{1}{n_s} \sum_{k=0}^{n_s} a_k e^{-j2\pi kf} \right|^2 \tag{7}
$$

where $\hat{S}(f)$ is the power spectral density where $f$ is the normalized frequency index. $n_s^2$ is the prediction gain [12]. In the case of MAR, computation of spectral envelope is more involved. If $y_q$ denotes a mean removed time series data ($\nu = 0$) indexed by $q$, the following multidimensional $z$-transform filter expression can be written for the model described in Eq. 1,

$$
I_D - \sum_{k=0}^{p} A_k z^{-k} \mid y_q = u_q \tag{8}
$$

$$
H = I_D - \sum_{k=0}^{p} A_k z^{-k} \text{ estimated at } z = e^{-j2\pi f}. \text{ If } \hat{S}(f) \text{ denotes the vector power spectral density for the process } y_q \text{, then the MAR estimate of the spectral envelope is given by,}

\hat{S}(f) = \text{diag}[H^{-1} \cdot \hat{\Sigma}_u \cdot H^{-1}] \tag{9}
$$

In our model estimation, we have also found that the model covariance matrix $\hat{\Sigma}_u$ captures the significant variations when there is a mis-match. By setting $\hat{\Sigma}_u = I$, we can achieve gain normalization of the temporal envelopes, a property that we will later use in the model for mis-match training conditions.

3. Feature Extraction using MAR

3.1. Single Channel Speech

The one dimensional autoregressive modeling applied to the data in the time domain yields an all-pole estimate of power spectrum of the signal [12]. In a dual manner, the autoregressive modeling of discrete cosine transform (DCT) coefficients of a signal, yields the all-pole estimate of the Hilbert envelope of the signal [13, 14]. In the latter case, the AR modeling is applied on the DCT coefficients of each sub-band individually. In this paper, the DCT coefficients of multiple sub-bands are modeled using the MAR approach. Thus, the Hilbert envelope of multiple sub-bands are jointly estimated using Eq. 9.

The block schematic of the proposed approach for feature extraction in single channel case is shown in Fig. 1. Here, long input speech segments (2000ms of non-overlapping windows) are transformed using DCT. The full-band DCT signal is windowed into a set of overlapping sub-bands using Gaussian shaped windows with center frequencies chosen uniformly along the mel scale. The DCT sequences of multiple sub-bands are stacked together to form vector series data $y_q$ of Eq. (1),

If A, B are matrices, $(A \otimes B)^{-1} = A^{-1} \otimes B^{-1}$.

If A, B, C, D are matrices, $(A \otimes B)(C \otimes D) = AC \otimes BD$. 

Figure 1: Block schematic of the MAR spectrogram model for single channel speech.
In this case, \( q \) corresponds to the sub-band DCT coefficient index. The estimation procedure of the MAR model is applied and model parameters are estimated (Eq. 1). We use a fixed model order of 160 for the MAR estimation of 2000ms of speech. The sub-band temporal envelopes are then computed using Eq. 9.

The sub-band MAR envelopes are integrated with a Hamming window over a 25 ms window with a 10 ms shift. The integration in time of the sub-band envelope yields an estimate of the short-term power spectrum. This gives an estimate of the MAR spectrogram of the input speech signal. In Fig. 2, we compare the spectrogram representation from MAR modeling and the conventional mel spectrogram. As seen here, the MAR modeling results in a smooth representation which emphasizes only the high energy regions of the signal. The joint estimation of the envelopes obtained by the two-dimensional spectro-temporal modeling also allows the model to focus on relatively high signal-to-noise (SNR) regions of the speech signal as illustrated by the spectrogram representations obtained for the reverberated signal (simulated reverb condition). The envelope estimation in the proposed MAR model enhances the changes in the signal energy while suppressing the constant regions of the signal. These properties of the MAR model provide robustness in the representations derived from this approach.

### 3.2. Multi-Channel Speech

In the case of multi-channel speech, we use the speech data from all the channels in deriving the MAR model. In this paper, we use 3 parallel channel recordings from the microphone array. The MAR feature extraction for multi-channel speech is illustrated in Fig. 3. Here, the DCT coefficients of the same sub-band from all the recording (in the multi-channel setting) are used jointly in the MAR framework. Thus, \( q \) in Eq. 1 corresponds to the channel index. The main difference in the multi-channel and single channel processing is that the multi-channel processing used MAR to model sub-band envelopes of multiple microphone signals for each sub-band whereas the single channel MAR framework uses multi-band modeling. While it is possible to model the multi-band and multi-channel signal jointly in the MAR framework, we have not explored this option for the current work.

### 4. Experimental Setup

#### 4.1. Database

The ASR experiments on reverberant speech data are performed using WSICAM0 corpus in a single channel scenario, released as a part of REVERB challenge [15]. This database consists of 7861 recordings from 92 training speakers, 1488 recordings from 20 development test (dt) speakers and 2178 recordings from two sets of 14 evaluation test (et) speakers, with each speaker providing about 90 utterances. These recordings were carried out with two sets of microphone - head mounted and a desk microphone positioned about half meter from the speaker’s head. The database consists of three subsets: training data set (Train) - for both clean and multi condition training using simulated reverb data, a simulated test dataset (Sim) and a naturally reverberant recording of the test dataset (Real). For single channel ASR experiments, we use the clean condition and multi-condition setting and for the multi-channel ASR, we use 3 channels from the array microphone recordings.

The acoustic model is built using Kaldi ASR setup [16] where an initial HMM-GMM model is trained to obtain the alignments. A tri-gram language model is used in our ASR experiments. The senone alignments are then used with a Keras engine [17] to build the deep neural network based acoustic model. All the models are trained using frame-level cross entropy criterion. For single channel ASR experiments, we use a deep neural network (DNN) or a convolutional neural network (CNN) with 2-D convolutions. For multi-channel ASR experiments, we also experiment with the recently proposed CNN-3D architecture [18].
Table 1: Word error rate (%) in single channel multi-condition setting for simulated (S) and naturally reverberant conditions (R) on development (dt) and evaluation (et) datasets. All the models use log-mel features.

<table>
<thead>
<tr>
<th>Model</th>
<th>S-dt</th>
<th>S-et</th>
<th>R-dt</th>
<th>R-et</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNN</td>
<td>12.7</td>
<td>13.6</td>
<td>31.8</td>
<td>37.5</td>
<td>23.9</td>
</tr>
<tr>
<td>LSTM</td>
<td>11.1</td>
<td>11.6</td>
<td>28.3</td>
<td>31.2</td>
<td>20.5</td>
</tr>
<tr>
<td>CNN2D</td>
<td>11.3</td>
<td>11.4</td>
<td>26.8</td>
<td>29.6</td>
<td>19.8</td>
</tr>
<tr>
<td>CNN2D-Dropout</td>
<td>10.2</td>
<td>10.8</td>
<td>25.5</td>
<td>27.7</td>
<td>18.6</td>
</tr>
</tbody>
</table>

Table 2: Word error rate (%) in single channel multi-condition setting with CNN-2D-Dropout model.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mel</td>
<td>10.2</td>
<td>10.8</td>
<td>25.5</td>
<td>27.7</td>
<td>18.6</td>
</tr>
<tr>
<td>PNFBE</td>
<td>9.9</td>
<td>10.7</td>
<td>24.3</td>
<td>29.4</td>
<td>18.6</td>
</tr>
<tr>
<td>MAR-3Band</td>
<td>10.1</td>
<td>10.3</td>
<td>24.4</td>
<td>26.7</td>
<td>17.9</td>
</tr>
</tbody>
</table>

4.2. Single Channel Multi Condition Training

The initial experiments reported in Table 1 are performed with 23 dimensional log-mel filterbank energies which are mean and variance normalized. A context of 21 frames is used as the context for the DNN model or for generating the time-frequency representation used at the input of the CNN. The DNN model consists of 4 layers of 1024 dimensions. The LSTM model has 3 layers of 256 units each. The CNN model has 4 convolutional layers (2 layers of 256 kernels and 2 layers of 128 kernels with all kernel sizes set to 3 × 3) and two feed-forward layers of 1024 dimensions. A frequency max-pooling was also applied after the second and fourth convolutional layers. We also experiment with the use of dropout in CNN model [19]. A dropout factor of 0.2 is used in all the layers. As seen from the experiments in Table 1, the CNN2D models with dropout gives the best performance. The rest of experiments reported in this paper use the CNN architecture.

The next set of ASR experiments reported in Table 2 compares the performance of various feature extraction schemes using the CNN2D model with dropout. The noise-robust feature extraction scheme using power normalized filter bank energy (PNFBE) features [20] (40 dimensional) are compared in these experiments with the proposed MAR modeling approach (21 dimensional). All the features are processed with utterance level mean and variance normalization. As seen from these experiments, the proposed MAR approach using a multi-band framework for processing the signal provides significant improvements compared to other feature extraction methods (average relative improvements 3.9 % over the baseline log-mel features). These improvements can be attributed to the peak modeling property of the AR estimation as well as the joint multi-band modeling provided by the MAR framework.

4.3. Multi-Channel Multi-Condition Training

Here, we experiment with two different ways of acoustic modeling in a multi-microphone setting (with 3 parallel microphones channels). In the first case, the microphone recordings are beamformed (BF) and the enhanced signal is used for feature extraction and acoustic modeling. In the second approach, the features for the 3 channels are extracted separately and a CNN-3D model is used to jointly model the time-frequency-channel space [18]. The results are reported in Table 3. In the case of log-mel features, the beamforming model approach improves the performance over the single channel conditions. The model with dropout training further improves the ASR accuracies. While the CNN3D model has previously shown improvements for multi-speaker case [18], the BF based signal enhancement provided the best ASR results in the REVERB Challenge case (as there is only a single source (speaker) in these recordings).

For the proposed MAR features, the ASR results are further improved over the log-mel features. These results are further encouraging as the beamforming already provided significant benefits by suppressing the reverberation and enhancing the quality of the signal. In the case of multi-microphone experiments, the MAR features provide 6.3 % relative improvements over the log-mel baseline.

4.4. Single Channel Clean Condition Training

The performance of same set of features using the CNN2D model is also compared in a clean training condition (Table 4). All the features have significant drop in performance owing to the mis-match in training and test conditions. Even in the mis-matched conditions, the proposed MAR features provide significant benefits of far-field speech recognition. In the case of single-microphone conditioned experiments, the MAR features provide 9.7 % relative improvements over the log-mel baseline.

5. Summary and Future Work

A novel method for feature extraction of speech using the multivariate AR modeling of the temporal envelopes has been proposed in this paper. A multivariate linear prediction is performed on the sub-band DCT components from multiple speech bands for a robust feature extraction in the ASR setup. The MAR features extracted using the joint time frequency modeling deals with the reverberation artifacts by emphasizing on the speech characteristics which shows a significant improvement in the performance of the ASR. With several experiments on matched conditions (single and multi-microphone) and in mismatched training conditions, we have shown the effectiveness of the proposed features. In future, we plan to extend the MAR framework by deriving multi-band and multi-channel features jointly.
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