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Abstract

Head-nods and turn-taking both significantly contribute conversational dynamics in dyadic interactions. Timely prediction and use of these events is quite valuable for dialog management systems in human-robot interaction. In this study, we present an audio-visual prediction framework for the head-nod and turn-taking events that can also be utilized in real-time systems. Prediction systems based on Support Vector Machines (SVM) and Long Short-Term Memory Recurrent Neural Networks (LSTM-RNN) are trained on human-human conversational data. Unimodal and multi-modal classification performances of head-nod and turn-taking events are reported over the IEMOCAP dataset.

Index Terms: head-nod, turn-taking, social signals, event prediction, dyadic conversations, human-robot interaction.

1. Introduction

Recent intelligent human-computer interaction (HCI) literature widely includes studies on language, dialogue management and speech recognition [1]. Targeting a more natural, flexible and generalizable HCI still sets challenging problems. Since early 2000s, inception of new research fields, such as investigation of non-verbal cues for human-human interaction, has enabled technologies for more humane (human-like) HCI systems [2]. Robots and virtual agents are expected to understand what the user says, as well as to monitor the users emotional and/or cognitive state and their audio/visual reactions (gestures, views, facial expressions, mimics etc.), to appropriately take more humane actions in the course of HCI. In this way, it is expected that the intermediaries will be more convincing and natural, and that they will keep the user engaged and enable them to interact more efficiently [3, 4, 5, 6, 7, 8, 9, 10].

In this study, we focus on head-nod and turn-taking events that are quite functional in human-human and human-robot interactions. As humans, we manage the conversational flow with smooth turn-takings and execute timely head-nods for emphasis or feedback. On the other hand, it is a challenging task to predict timely turn-taking or head-nod events to improve naturalness and user engagement in human-robot interactions. Furthermore, these two events help monitoring and sustaining the user engagement [11].

We construct a multi-modal framework for prediction of the head-nod and turn-taking events in dyadic conversations. The prediction task is basically a binary decision for a particular event which is likely to happen in the upcoming time instant. Hence, the problem can be defined as observing dyadic signals in time interval \([t - c, t]\) to make a prediction at time \(t\) for the starting event at time \(t + d\), where \(c\) is the duration of the temporal window and \(d\) is the time till the event start.

The rest of the paper is organized as follows. Section 2 presents literature review. Section 3 defines the event prediction framework for dyadic interaction setup. Section 4 presents experimental work of the proposed head-nod and turn-taking event prediction framework, and finally Section 5 gives the conclusion.

2. Related Work

In the literature, head-nod recognition and detection have been studied extensively [12, 13, 14]. However, head-nod timing prediction has been addressed in fewer number of studies.

In some of the works, head-nod is addressed under prediction of backchannels which are shortly defined as non-intrusive feedback expressions [15]. The existing backchannel feedback mechanisms used in the human-computer interaction are often founded on rule-based approaches using simple statistical data [4, 16, 17, 18, 19]. For instance, the relation between the changes in the sound perception of the speaker and the triggered backchannel signals of the listener has been examined in [16]. In this study, a backchannel signal is triggered when there are pauses with certain lengths, preceded by an increase or decrease in the sound pitch. In this estimation approach, the type of backchannel signal is not taken into consideration. In the SAL (Sensitive Artificial Listeners) system [4], the engagement level and emotional response of the user is monitored, and events where backchannel feedback is necessary are observed. For example, when the user shakes their head or there is a change in their sound pitch, it is understood that a feedback is necessary. According to the current mood state of the agent, through a predefined decision process a backchannel feedback such as smile or head nod/shake is synthesized.

There are very few studies in the literature aiming to learn backchannel by using a model based learning [20, 21, 22]. For example, the head shake gesture as a backchannel is estimated from speech prosody, spoken words, and eye movements using Hidden Markov Models in [20]. Their estimation results are compared with reference data, but the proposed method is not implemented under any human-computer interaction scenario. Whereas in [21], only the verbal backchannel signals are predicted based on linguistic and prosodic cues using the naive Bayesian classifier. This classifier is tested on a verbal interface with a dialogue management mechanism, and it is reported to yield better results than an approach that randomly generates a backchannel signal. Again [22], predict the head nod/shake by hidden Markov models in relation to verbal and emotional features of the interaction.

Turn-taking prediction is studied by many research groups since organization of the turns has been a problem in human-robot/agent interactions. Throughout the studies and observations in human-human interactions, prosodic changes [23, 24] and eye-gaze patterns [25, 23] are shown that they are leading factors in turn-taking behaviours. Kawahara et al. [23], combine para-linguistic and non-verbal patterns to detect speaker change and to determine next speaker in poster sessions. They
state that prosodic and gaze features are useful for speaker change detection, while backchannel of audience is also useful to determine next speaker. In a more recent study, Skantze [24] proposed a continuous model solution for turn-taking problems. His work is solely based on audio features where visual channel communication is not considered. He used task-based interaction database in training while we use naturalistic social talk interactions which is more challenging and applicable in wild. Our work also contributes in prediction of head-nod which is a social signal and supporting turn-taking predictions.

3. Methodology

Our main objective in this study is to predict head-nod and turn-taking events before they take place in a dyadic conversation setup. We value these two problems for a more natural HCI system, in which a robot or virtual agent can predict probable head-nod or turn-taking opportunity by monitoring the interaction between human user and itself. In this purpose, we propose an event prediction framework, which can be trained using human-human dyadic conversational data. Figure 1 presents system overview of the proposed framework. There are two sets of features which are extracted from low-level acoustic signals and high-level non-verbal behavioral cues. We perform feature summarization for the SVM classifier and utilize temporal feature stream for the LSTM-RNN classifier. Each block of the framework and their input/output characterizations are given in the following subsections.

We define turn-taking event as the time instant that user ends her/his turn. Similarly, head-nod event is the time instant that head-nod action starts. Regardless of their type, we call them both ‘event’ which occurs at given time t. Figure 2 shows event prediction structure over the interaction time-line of participants 1 and 2. Binary decision of the event occurrence is predicted by using features over the recent temporal window of length c seconds.
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Figure 2: Event prediction time-line

We define two sets of features for the event prediction over the temporal window. Section 3.1 defines the first set as low-level acoustic features. The second set of features are defined on high-level non-verbal behavioral cues in Section 3.2. In the following subsections, aforementioned features and corresponding dimensions are provided for single participant. Eventual feature dimensions are given in Section 4, since minor changes apply for different event predictions: turn-taking and head-nod.

3.1. Acoustic Features

Acoustic features are composed of both spectral and prosodic features. Spectral properties are described by mel-frequency cepstral coefficient (MFCC) representation which is the most commonly used spectral feature in speech and audio processing. We compute 12-dimensional MFCC features. Also, the log-energy coefficient is appended. Thus, the resulting 13-dimensional spectral feature vector is defined as $f^M$.

Prosody characteristics at the acoustic level carry important temporal and structural clues for audio portion just before the event occurrence. We choose to include speech intensity, pitch, and confidence-to-pitch into the prosody feature vector as in [26, 27]. Speech intensity is extracted as the logarithm of the average signal energy over the analysis window. Pitch is extracted using a well-known auto-correlation based method [28]. Confidence-to-pitch provides an auto-correlation score for the fundamental frequency [27]. These three parameters and their first temporal derivatives form the 6-dimensional prosody feature vector, denoted by $f^P$.

Since extracted acoustic features are speaker and utterance dependent, we apply mean and variance normalization to both spectral and prosodic features. The mean and variance normalization of features is performed over the temporal window. Then the normalized spectral and prosodic features are concatenated and resulting 19-dimensional acoustic feature vector is obtained: $f^A = [f^M, f^P]$. Note that acoustic features are extracted using a 40 msec sliding window at intervals of 25 msec. Thus, feature frame rate is 40 Hz.

3.2. Non-verbal behavioral cues

Non-verbal behavioral cues are produced by participants in the interactions, mostly in a unconscious way. These cues create a harmony between the participants, for instance one participant’s head-nod may trigger the other’s head-nod. Mirroring is defined as unconsciously copying others’ non-verbal expressions in an interaction [29]. Similarly, mirroring effect is observed in laugh/smile expressions [30]. On the other hand, gazing behaviours have important roles in social interactions. In [31], authors show eye-gaze convey essential cues for turn-taking. Also, turn-taking request can be expressed with relatively rapid, large and frequent head-nodding [32].

Considering the meanings and their interactions of these non-verbal behavioral cues, we choose to include them into the feature set of our event prediction framework. The labels over the time-line is transformed into binary values with frame rate
of 40 Hz. The frames get 1’s where non-verbal behavioral event is active, the rest of the regions get 0’s which means the event is not active. The frames are totally synchronous with acoustic feature frames. The resulting 3-dimensional non-verbal behavioral cues (head-nod, laugh/smile, gaze away) feature vector is denoted as \( f^B \).

3.3. Feature Summarization

We perform statistical feature summarization over the temporal window \([t−c,t]\) for the SVM classifier. For this purpose, we compute statistical quantities of the acoustic feature that comprise of 11 functionals, which are the mean, standard deviation, skewness, kurtosis, range, minimum, maximum, first quantile, third quantile, median quantile and inter-quartile range. This set of functionals were successfully used before by Metallinou et al. [33] for continuous emotion recognition from speech and body motion. Resulting summarized acoustic feature vector is denoted as \( F^A \). The dimension of \( F^A \) is 11 times the dimension of \( f^A \).

Similarly, non-verbal behavioral cues features are reduced down to single vector. Since these features are binary values, we choose to keep only one value which denotes the existence indication of the non-verbal behavioral cue in a given temporal window, \([t−c,t]\). For instance, if any portion of head-nod event appears within the temporal window, we summarize it as 1, otherwise as 0. Thus, summarized single vector has 3 dimensions and denoted as \( f^B \).

3.4. Classifier

We employ SVM and LSTM-RNN classifiers in the proposed event prediction framework. SVM is a binary classifier based on statistical learning theory, which maximizes the margin that separates samples from two classes [34]. SVM projects data samples to different spaces through kernels that range from simple linear to radial basis function (RBF) [35]. We consider the summarized statistical features (\( F^A \) and \( F^B \)) as inputs of the SVM classifier to discriminate occurrence or absence of the event at time \( t + d \).

On the other hand, LSTM-RNN is an recurrent artificial neural network model. We use the LSTM-RNN classifier to model the temporal structure of the feature streams as it has been successfully used in many time-series data [36]. Since the model is sequential, frame based time-series features (\( f^A \) and \( f^B \)) are used without summarization. In this work, we use only one LSTM layer. The further details of the classifier structure and its parameters are explained in Section 4.

4. Experiments and Results

In Section 3, we describe the methodology of event prediction in dyadic interactions. Following that, we perform prediction of two events: turn-taking and head-nod. During the experiments, the person of interest (POI) is either Participant 1 or Participant 2. In other words, we have a single classification structure which takes one participant on focus and make prediction for that participant. For instance, each annotated head-nod belongs to one participant position: either 1 or 2. Thus, it is known which participant is POI for prediction of each head-nod. Then, we have 2 sources of features: POI and the other (OTH). Naturally, acoustic features and non-verbal behavioral cues features are available for both of them.

In turn-taking prediction, we use POI(\( f^A \), \( f^B \)) and OTH(\( f^B \)). Since, we know only POI has speech in temporal window. On the other hand, in head-nod prediction we use all available features: POI(\( f^A \), \( f^B \)) and OTH(\( f^A \), \( f^B \)). Note that feature dimension orders are preserved both in between POI, OTH and \( f^A \), \( f^B \).

4.1. Dataset and Annotations

In order to carry out experimental work, IEMOCAP database [37] is used. IEMOCAP consists of naturalistic human-human dyadic conversations with rich affective contents. Five dyads (sessions), interacts under scripted and spontaneous scenarios, resulting with 8 hours of data.

Annotations of non-verbal behavioural cues are carried out on IEMOCAP database. Laugh/smile annotation performed in our previous study [38]. Head-nod and gaze away cues are annotated by two human subjects. Then, the annotations are checked and if necessary corrected by a third subject.

In our annotation scheme, head-nod is defined as vertical swing of head for a reasonable of time with a conscious or unconscious mission of carrying a message to other interlocutor. This definition helped eliminating highly speaker dependent head-nod behaviours. On the other hand, gaze away is defined as the time portions that the gaze has a fixation out of the other interlocutor. Rapid eye movements (saccades) are not annotated as gaze away.

Table 1: Annotation statistics of the three non-verbal behavioral cues and turn segments that are longer than 5 seconds

<table>
<thead>
<tr>
<th># of events</th>
<th>Duration (sec) Mean Std</th>
</tr>
</thead>
<tbody>
<tr>
<td>Head-Nod</td>
<td>1648 1.25 0.67</td>
</tr>
<tr>
<td>Laugh/smile</td>
<td>1244 0.96 0.91</td>
</tr>
<tr>
<td>Gaze Away</td>
<td>5147 4.26 5.14</td>
</tr>
<tr>
<td>Turns</td>
<td>3132 8.04 3.02</td>
</tr>
</tbody>
</table>

Table 1 reports basic annotation statistics of the three non-verbal behavioral cues and turn segments that are longer than 5 seconds. Turn annotations comes with IEMOCAP database as described in [37].

4.2. Training

We set the temporal window size \( c = 2 \) sec for turn-taking and \( c = 3 \) sec for head-nod event prediction. Then, we create a class balanced dataset for each events. For head-nod events, we obtain balanced dataset by randomly picking 16/48 negative class samples from no head-nod regions. For turn-taking events, for each turn region, we extract one positive \([t−2,t] \) and one negative sample \([t−4,t−2] \). We keep only turns longer than 5 sec since we experiment with varying \( d = \{0,0.1,0.2,0.4,0.6,0.8,1\} \). We attain balanced dataset with 624 samples. In all experiments, these balanced datasets are used in one-session-out (5-fold) test fashion. Thus, all results are speaker independent.

RBF kernel is used in SVM training and hyper-parameters are optimized in the first fold with grid search over cross-validation scheme. Optimized parameters are kept fixed for the rest folds.

In training of LSTM-RNN, we used single layer of LSTM with 50 hidden nodes. During the 5-fold test, in each fold we split 1 session for validation and train with 3 sessions. Early-stopping is provided by the best accuracy performance on validation set.
4.3. Results

In this section, we report our experimental evaluations, which are obtained over the balanced datasets created in Section 4.2. Since, experiments are over class balanced set, widely used performance metrics, accuracy (Acc), precision (Pre), recall (Rec), \( F_1 - score \) are utilized in the evaluations. Note that, positive class is happening of the event: head-nodding of POI. turn-ending of POI (turn-taking of OTH).

<table>
<thead>
<tr>
<th>d</th>
<th>0</th>
<th>0.1</th>
<th>0.2</th>
<th>0.4</th>
<th>0.6</th>
<th>0.8</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acc</td>
<td>75.69</td>
<td>75.65</td>
<td>71.67</td>
<td>65.72</td>
<td>58.96</td>
<td>57.27</td>
<td>54.92</td>
</tr>
<tr>
<td>Pre</td>
<td>74.98</td>
<td>72.79</td>
<td>70.71</td>
<td>64.92</td>
<td>58.13</td>
<td>56.36</td>
<td>54.38</td>
</tr>
<tr>
<td>Rec</td>
<td>77.10</td>
<td>75.56</td>
<td>73.65</td>
<td>68.40</td>
<td>64.11</td>
<td>64.43</td>
<td>61.11</td>
</tr>
<tr>
<td>( F_1 )</td>
<td>76.03</td>
<td>74.15</td>
<td>72.15</td>
<td>66.61</td>
<td>60.97</td>
<td>60.13</td>
<td>57.55</td>
</tr>
</tbody>
</table>

Turn-taking prediction performances with SVM classifier are given in Table 2. The best performances are observed with the minimum delay till the event, \( d = 0 \), which is expected by the nature of the problem. We expect the largest differentiation between positive and negative class samples when \( d = 0 \) and thus better performance than the others, \( d > 0 \).

Consider human-robot interaction, giving 200 msec advance to the robot to take the turn could be very beneficial even though prediction performances degrade slightly at \( d = 0.2 \) sec. This is another promising observation to having shorter delay and recall performances since both are important for the task. High precision means less false positives and thus less intervention while user’s turn continues. High recall means less false negatives and thus less lagging to take the turn.

<table>
<thead>
<tr>
<th>d</th>
<th>0</th>
<th>0.1</th>
<th>0.2</th>
<th>0.4</th>
<th>0.6</th>
<th>0.8</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acc</td>
<td>75.56</td>
<td>75.41</td>
<td>72.89</td>
<td>67.94</td>
<td>64.45</td>
<td>61.74</td>
<td>58.42</td>
</tr>
<tr>
<td>Pre</td>
<td>80.53</td>
<td>78.21</td>
<td>77.51</td>
<td>71.59</td>
<td>63.47</td>
<td>61.64</td>
<td>57.98</td>
</tr>
<tr>
<td>Rec</td>
<td>89.68</td>
<td>88.46</td>
<td>84.23</td>
<td>76.07</td>
<td>68.07</td>
<td>58.98</td>
<td>61.14</td>
</tr>
<tr>
<td>( F_1 )</td>
<td>84.41</td>
<td>83.02</td>
<td>80.75</td>
<td>73.76</td>
<td>65.69</td>
<td>60.28</td>
<td>59.52</td>
</tr>
</tbody>
</table>

Table 3 presents turn-taking prediction performances using LSTM-RNN for varying \( d \) in seconds. LSTM-RNN observes remarkable performance improvement with LSTM-RNN compared to SVM for small \( d \). As \( d \) increases, performance difference is getting smaller, which is quite legitimate since negative and positive class samples getting so similar and makes hard to capture pattern differences for both of the classifiers. Another observation is that LSTM-RNN produces systems with better recall performances. This can be useful for a robot, which displays more talking with more generous interventions but also timely turn-takings.

Table 4: Head-nod prediction performances with SVM and LSTM-RNN

<table>
<thead>
<tr>
<th>SVM</th>
<th>LSTM-RNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f^{SA} ), ( f^A ), ( f^{SA} )</td>
<td>( \alpha )</td>
</tr>
<tr>
<td>Acc</td>
<td>59.46</td>
</tr>
<tr>
<td>Pre</td>
<td>60.10</td>
</tr>
<tr>
<td>Rec</td>
<td>56.13</td>
</tr>
<tr>
<td>( F_1 )</td>
<td>58.05</td>
</tr>
</tbody>
</table>

In head-nod prediction task, we consider speech activity (turn states) to help prediction of head-nods, as turn-taking prediction already owns head-nod features. Thus we extract speech activity feature \( f^{SA} \), which is binary valued stream obtained from turn annotations as defined for the other non-verbal behavioral cues features. Similarly, summarized speech activity feature \( f^{SA} \) is just defined as a binary value to indicate any temporal change in \( f^{SA} \). The \( f^{SA} \) indicates if the participant started talking or stopped talking. We perform decision fusion of the best performing SVM and LSTM classifiers by weighted sum of the classifier confidence scores as, \( \alpha = SVM(f^A, f^B, f^{SA}) + (1-\alpha) \ast LSTM(f^A, f^B, f^{SA}) \), where \( \alpha \) is the weight of the SVM confidence score. Table 5 presents head-nod prediction performances of the decision fusion for three values of \( \alpha \). We observed that the decision fusion with \( \alpha = 0.6 \) produced the highest \( F_1 \) score for head-nod prediction task.

Table 5: Decision fusion of the best performing SVM and LSTM classifiers: \( SVM(f^A, f^B, f^{SA}) \) and \( LSTM(f^A, f^B, f^{SA}) \)

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acc</td>
<td>64.28</td>
<td>65.28</td>
<td>65.34</td>
</tr>
<tr>
<td>Pre</td>
<td>65.56</td>
<td>66.80</td>
<td>67.17</td>
</tr>
<tr>
<td>Rec</td>
<td>60.07</td>
<td>60.68</td>
<td>59.95</td>
</tr>
<tr>
<td>( F_1 )</td>
<td>62.70</td>
<td>63.59</td>
<td>63.35</td>
</tr>
</tbody>
</table>

5. Conclusion

In this paper, we present a generalized framework for event prediction in dyadic interactions, such as human-human and human-robot. We report turn-taking and head-nod prediction performances over human-human conversational data. We showed that turn-taking prediction can be achieved with relatively better performance, even for predictions hundreds of milliseconds ahead. Head-nod prediction experiments showed that speech activity features have potential to improve the performance and fusion of classifiers achieves the best overall performance.

The proposed framework has a potential use for more humane human-robot interactions. Smooth turn-takings and producing timely head-nods are expected to make robots more natural and engaging.
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