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Abstract

We propose a new type of spectral feature that is both compact and interpolable, and thus ideally suited for regression approaches that involve averaging. The feature is realized by means of a speaker-independent variational autoencoder (VAE), which learns a latent space based on the low-dimensional manifold of high-resolution speech spectra. In voding experiments, we showed that using a 12-dimensional VAE feature (VAE-12) resulted in significantly better perceived speech quality compared to a 12-dimensional MCEP feature. In voice conversion experiments, using VAE-12 resulted in significantly better perceived speech quality as compared to 40-dimensional MCEPs, with similar speaker accuracy. In habitual to clear style conversion experiments, we significantly improved the speech intelligibility for one of three speakers, using a custom skip-connection deep neural network, with the average keyword recall accuracy increasing from 24\% to 46\%.

Index Terms: intelligibility, voice conversion, style conversion, speech coding, variational autoencoder

1. Introduction

Understanding speech can be a challenge for hearing-impaired listeners, and also for normal-hearing listeners in adverse environments. In an effort to increase the intelligibility of speech, researchers used noise-suppression algorithms [1] and de-reverberation methods [2] to eliminate background noise and reverberation. Other approaches included dynamic range compression [3, 4], peak-to-rms reduction [5], and optimizations based on a speech intelligibility index [6] or glimps proportion measure [7, 8], typically resulting in no or small improvements.

In related research, it was demonstrated that speech intelligibility improves if a speaker changes their habitual speaking style to a clear speaking style [9, 10, 11]. Typically, clear speech is highly-articulated, with a slower speaking rate, and more frequent pauses; the exact strategy varies from speaker-to-speaker. Previously, we used hybridization experiments to establish that speech intelligibility of habitual speech can be increased when certain acoustic features from parallel clear speech are incorporated [12, 13]. This suggests that it should be possible to automatically increase the intelligibility of speech by learning a mapping between habitual and clear features, or style conversion. However, our previous mapping experiments only showed very modest improvements, and were conducted only on vowels [14]. More recently, a mixed-filtering approach [15], which isolated, then boosted important frequency regions in habitual speech, resulted in an objective (but not subjective) improvement of speech intelligibility and a subjective improvement of speech quality.

In the closely-related area of voice conversion (VC), we previously employed artificial neural networks to map 40-dimensional mel-cepstral coefficients (MCEP), a commonly-used short-term spectral feature in speech processing, between source and target speakers. In an ongoing effort to improve the efficacy of spectral conversion algorithms, we have developed a new type of feature that is highly efficient because it is represented by a lower-dimensional manifold that aims to cover multi-speaker speech data. Moreover, the feature is interpolable, which ensures that even when two or more parameter vectors are averaged (e.g. as part of the mapping procedure), the result remains near the manifold representing possible speech. The feature is realized by means of a speaker-independent variational autoencoder (VAE), which learns the low-dimensional manifold of speech spectra, and represents this in a latent space that allows perceptually meaningful interpolation; the visual equivalent would be morphing one digit to another in such a way that intermediate steps appear similar to both starting and ending shapes, as opposed to simply cross-fading two images.

In Section 2, we first describe the structure and training of the VAE used in the subsequent experiments. We show that using a 12-dimensional VAE feature (VAE-12) resulted in significantly better perceived speech quality as compared to a 12-dimensional MCEP feature in vocoding experiments. In Section 3, we report on VC experiments in which VAE-12 had significantly better perceived speech quality as compared to 40-dimensional MCEPs, with similar speaker accuracy. Finally, in Section 4, we first investigate which speakers benefit from using clear spectra in place of habitual spectra, using a hybridization approach [12, 13]. Next, we report on style conversion experiments in which we significantly improved the speech intelligibility of one of three selected speakers, using VAE-12 features in combination with a custom skip-connection deep neural network.

2. Experiment: Manifold Vocoder

We propose a new type of feature that is both compact and interpolable, and thus ideally suited for regression approaches that involve averaging. Both compactness and interpolability is realized through projection of high-dimensional acoustic features onto a lower-dimensional manifold that is learned from a large multi-speaker database of speech data. Thus, the features are specialized to only model acoustic events related to speech, as opposed to music or other sources. Moreover, interpolability ensures that even when two or more parameter vectors are averaged, the result remains near the manifold of possible speech; this property does not hold for MCEPs, linear predictive coefficients, or the log-magnitude discrete-time Fourier spectrum. Manifold learning is implemented with the use of a variational autoencoder.
2.1. Variational Autoencoder

The variational autoencoder (VAE) is a latent variable generative model, which combines variational inference and deep learning [16]. The latent variable generative model $p_{θ}(x|z)$, also called the decoder, is a deep neural network (DNN) with parameters $θ$. The inference model $q_{φ}(z|x)$, also called the encoder, is represented by another DNN with parameters $φ$. The latent variable $z$ is a compact representation of the observation $x$, generated by the encoder mapping the input space into its corresponding latent space. In our paper, the VAE encoder predicts the mean $μ_β$ and log-variance $log σ_β^2$ of the posterior distribution $q_{φ}(z|x)$ from a 39-dimensional input vector. The decoder predicts the observation $x$ from samples of $z$. We learn the parameters $θ$ and $φ$ by maximizing the variational lower bound $L(θ, φ; x)$ given by

$$L(θ, φ; x) = \mathbb{E}_{q_{φ}(z|x)} \left[ \log(p_{θ}(x|z)) \right] - D_{KL}(q_{φ}(z|x) || p_{θ}(z|x))$$

where $D_{KL}$ denotes the Kullback-Leibler divergence.

Often, the inference model $q_{φ}(z|x)$ is parameterized using a diagonal Gaussian distribution $N(z; μ_β, σ_β^2 I)$. The prior is modeled as an isotropic parameterless Gaussian distribution $p(z) = N(z; 0, I)$. To yield a differentiable network after sampling, we use the common technique of re-parameterizing the random variable $z \sim q_{φ}(z|x)$ as a deterministic variable $z = μ_β + σ_β \odot ϵ$, where $\odot$ denotes an element-wise product, and vector $ϵ$ is sampled from $N(0, I)$. Recent studies [17, 18, 19] showed the efficacy and interpolability of VAE-based latent representation in modeling and transforming speech.

2.2. Method

For initial analysis and final synthesis, we used the WORLD vocoder [20, 21]. Our process was inserted as additional steps for initial analysis and final synthesis. Specifically, we first calculated the 40-dimensional MCEP (MCEP-40) from the inverse Fourier transform of the 512-point mel-warped log spectrum. (Resynthesis from MCEP-40 resulted in no perceivable degradation as compared to the vocoder using the high-resolution spectrum.) Next, we subtracted the mean, calculated on the whole dataset, with the goal of reducing the channel effect of a particular dataset (cepstral mean subtraction); we also excluded the zeroth coefficient, representing energy. The resulting 39-dimensional vector was then encoded as a 12-dimensional latent parameter $z$, also called the encoder, is represented by another DNN with parameters $θ$ and $φ$. The latent variable $z$ is a compact representation of the observation $x$, generated by the encoder mapping the input space into its corresponding latent space. In our paper, the VAE encoder predicts the mean $μ_β$ and log-variance $log σ_β^2$ of the posterior distribution $q_{φ}(z|x)$ from a 39-dimensional input vector. The decoder predicts the observation $x$ from samples of $z$. We learn the parameters $θ$ and $φ$ by maximizing the variational lower bound $L(θ, φ; x)$ given by

$$L(θ, φ; x) = \mathbb{E}_{q_{φ}(z|x)} \left[ \log(p_{θ}(x|z)) \right] - D_{KL}(q_{φ}(z|x) || p_{θ}(z|x))$$

where $D_{KL}$ denotes the Kullback-Leibler divergence.

Often, the inference model $q_{φ}(z|x)$ is parameterized using a diagonal Gaussian distribution $N(z; μ_β, σ_β^2 I)$. The prior is modeled as an isotropic parameterless Gaussian distribution $p(z) = N(z; 0, I)$. To yield a differentiable network after sampling, we use the common technique of re-parameterizing the random variable $z \sim q_{φ}(z|x)$ as a deterministic variable $z = μ_β + σ_β \odot ϵ$, where $\odot$ denotes an element-wise product, and vector $ϵ$ is sampled from $N(0, I)$. Recent studies [17, 18, 19] showed the efficacy and interpolability of VAE-based latent representation in modeling and transforming speech.

For initial analysis and final synthesis, we used the WORLD vocoder [20, 21]. Our process was inserted as additional steps for initial analysis and final synthesis. Specifically, we first calculated the 40-dimensional MCEP (MCEP-40) from the inverse Fourier transform of the 512-point mel-warped log spectrum. (Resynthesis from MCEP-40 resulted in no perceivable degradation as compared to the vocoder using the high-resolution spectrum.) Next, we subtracted the mean, calculated on the whole dataset, with the goal of reducing the channel effect of a particular dataset (cepstral mean subtraction); we also excluded the zeroth coefficient, representing energy. The resulting 39-dimensional vector was then encoded as a 12-dimensional latent parameter $z$, also called the encoder, is represented by another DNN with parameters $θ$ and $φ$. The latent variable $z$ is a compact representation of the observation $x$, generated by the encoder mapping the input space into its corresponding latent space. In our paper, the VAE encoder predicts the mean $μ_β$ and log-variance $log σ_β^2$ of the posterior distribution $q_{φ}(z|x)$ from a 39-dimensional input vector. The decoder predicts the observation $x$ from samples of $z$. We learn the parameters $θ$ and $φ$ by maximizing the variational lower bound $L(θ, φ; x)$ given by

$$L(θ, φ; x) = \mathbb{E}_{q_{φ}(z|x)} \left[ \log(p_{θ}(x|z)) \right] - D_{KL}(q_{φ}(z|x) || p_{θ}(z|x))$$

where $D_{KL}$ denotes the Kullback-Leibler divergence.

Often, the inference model $q_{φ}(z|x)$ is parameterized using a diagonal Gaussian distribution $N(z; μ_β, σ_β^2 I)$. The prior is modeled as an isotropic parameterless Gaussian distribution $p(z) = N(z; 0, I)$. To yield a differentiable network after sampling, we use the common technique of re-parameterizing the random variable $z \sim q_{φ}(z|x)$ as a deterministic variable $z = μ_β + σ_β \odot ϵ$, where $\odot$ denotes an element-wise product, and vector $ϵ$ is sampled from $N(0, I)$. Recent studies [17, 18, 19] showed the efficacy and interpolability of VAE-based latent representation in modeling and transforming speech.

For initial analysis and final synthesis, we used the WORLD vocoder [20, 21]. Our process was inserted as additional steps for initial analysis and final synthesis. Specifically, we first calculated the 40-dimensional MCEP (MCEP-40) from the inverse Fourier transform of the 512-point mel-warped log spectrum. (Resynthesis from MCEP-40 resulted in no perceivable degradation as compared to the vocoder using the high-resolution spectrum.) Next, we subtracted the mean, calculated on the whole dataset, with the goal of reducing the channel effect of a particular dataset (cepstral mean subtraction); we also excluded the zeroth coefficient, representing energy. The resulting 39-dimensional vector was then encoded as a 12-dimensional latent parameter $z$, also called the encoder, is represented by another DNN with parameters $θ$ and $φ$. The latent variable $z$ is a compact representation of the observation $x$, generated by the encoder mapping the input space into its corresponding latent space. In our paper, the VAE encoder predicts the mean $μ_β$ and log-variance $log σ_β^2$ of the posterior distribution $q_{φ}(z|x)$ from a 39-dimensional input vector. The decoder predicts the observation $x$ from samples of $z$. We learn the parameters $θ$ and $φ$ by maximizing the variational lower bound $L(θ, φ; x)$ given by

$$L(θ, φ; x) = \mathbb{E}_{q_{φ}(z|x)} \left[ \log(p_{θ}(x|z)) \right] - D_{KL}(q_{φ}(z|x) || p_{θ}(z|x))$$

where $D_{KL}$ denotes the Kullback-Leibler divergence.

Often, the inference model $q_{φ}(z|x)$ is parameterized using a diagonal Gaussian distribution $N(z; μ_β, σ_β^2 I)$. The prior is modeled as an isotropic parameterless Gaussian distribution $p(z) = N(z; 0, I)$. To yield a differentiable network after sampling, we use the common technique of re-parameterizing the random variable $z \sim q_{φ}(z|x)$ as a deterministic variable $z = μ_β + σ_β \odot ϵ$, where $\odot$ denotes an element-wise product, and vector $ϵ$ is sampled from $N(0, I)$. Recent studies [17, 18, 19] showed the efficacy and interpolability of VAE-based latent representation in modeling and transforming speech.

To evaluate vocoding quality perceptually, we selected the comparative mean opinion score (CMOS) testing approach to compare the speech quality of the three vocoding systems and natural speech (NAT). At each trial, participants listened to samples A and B in sequence and were then asked: “Is A more natural than B?” Responses were selected from a 5-point scale that consisted of “definitely better” (+2), “better” (+1), “same” (0), “worse” (−1), and “definitely worse” (−2). The test involved 4 speakers, 32 sentences, and 4 systems and thus 6 condition pairs, resulting in $4 \times 32 \times 6 = 768$ unique trials. The perceived loudness differences between these stimuli were minimized using a root-mean-square A-weighted (RMSA) measure [25]. We limited each listener to hear each unique sentence once (presentation order was randomized); therefore we needed 768 ÷ 32 = 24 listeners to cover all trials. This and subsequent experiments were conducted on Amazon Mechanical Turk (AMT); we required listeners to have an approval rate $≥ 90\%$ and to live in the U. S. Table 1 shows the pair-wise relative quality of the systems (after an appropriate transformation handling the random presentation order of A and B).

To approximate the ordering between all systems, we projected the non-negative pair-wise relative quality matrix to a single dimension, using multiple dimensional scaling (MDS), a dimensionality reduction technique that attempts to preserve the pair-wise distances of data points. Figure 1a shows the result. All synthetic systems were statistically significantly different from NAT; the difference between MCEP-12 and LSF-20, as well as the difference between MCEP-12 and VAE-12 were also significant; the latter indicates that VAE-12 was able to code the speech spectrum more efficiently.

<table>
<thead>
<tr>
<th>A \ B</th>
<th>LSF-20</th>
<th>MCEP-12</th>
<th>VAE-12</th>
</tr>
</thead>
<tbody>
<tr>
<td>NAT</td>
<td>+0.77*</td>
<td>+1.34*</td>
<td>+1.02*</td>
</tr>
<tr>
<td>LSF-20</td>
<td>+1.08*</td>
<td>-0.04*</td>
<td>-0.44*</td>
</tr>
</tbody>
</table>

Table 1: Relative quality between original and vocoded stimuli. Positive values indicate A is better than B. Results marked with an asterisk are significantly different ($p < 0.001$, adjusted critical $α = 0.008$) as compared to 0 (representing no preference) in a 1-sample t-test.
3. Experiment: Voice Conversion

To further study the efficacy of our proposed feature, we performed a VC experiment using the spectral features of the four systems: MCEP-40 (a popular feature for VC), VAE-12 (our proposed method), MCEP-12 (dimension-matched comparison to VAE), and LSF-20 (another classic VC feature). We selected four source/target speaker pairs, two intra-gender and two inter-gender, from the VCC dataset: SM2→TM1 (M2M), SM2→TF1 (M2F), SF1→TF1 (F2F), SF1→TM1 (F2M). We divided the available 163 sentences into 100 training, 30 validation, and 32 test sentences.

During training, we first aligned all sentences of a given source and target speakers using dynamic time warping (DTW) on 32nd-order log filter bank features. Next, we analyzed sentences with all the systems. Finally, we trained a spectral mapping from source to target features for each system. The mapping was implemented by a deep neural network (DNN) with four hidden layers of 512 nodes each. For each layer we used batch normalization, parametric relu [26], and dropout (at a rate of 20%). For the input vector, we added context by concatenating the current frame with the five preceding and the 5 following frames. We normalized the input and outputs of the network via standard scaling. Similar to training the VAE, we used the Adam optimizer, a mini-batch size of 256, and early stopping, for this and subsequent mapping experiments.

During conversion of the test sentences, we first analyzed the source with the vocoder, then computed the desired spectral feature, and mapped it. In order to measure spectral mapping performance in isolation, we created stimuli from the mapped and aligned (to the target) spectral features, and the unmodified target energy, F0, and aperiodicity information. For the LSF-20 system, when necessary, we sorted the mapped features per frame to satisfy the required monotonicity of LSFs. Finally, we minimized loudness differences using the RMSA measure.

3.1. Evaluation: Speaker Accuracy and Speech Quality

We used a second CMOS test to evaluate the accuracy of having converted the source speaker to sound like the target speaker. In this test, listeners heard stimuli A and B with different linguistic content, and were then asked “is B spoken by the same speaker as A?” Listeners responded using a 5-point scale comprised of “definitely same” (+2), “same” (+1), “unsure” (0), “different” (−1), and “definitely different” (−2). One stimulus was a converted sample and the other was an unmodified (NAT) reference speaker. Half of all stimuli pairs were created with the reference speaker identical to the target speaker of the conversion (the “same” condition); the other half were created with the reference speaker being of the same gender, but not identical to the target speaker of the conversion (the “different” condition). Our test involved 32 sentences × 4 systems × 4 conversions × 2 conditions (“same” or a “different”) = 1,024 unique trials. The experiment was conducted on AMT (with the same requirements as in Section 2.3) with 1024 ÷ 32 = 32 participants to cover all trials. Table 2 shows that VAE-12 had the best average conversion performance (0.7). We used a two-tailed t-test to compare VAE-12 to other systems and found that it was statistically significantly different (p < 0.05) to LSF-20.

We used a third CMOS test to compare the speech quality of the four mapping systems and the NAT condition (“is A better than B?”), using a 5-point scale comprised of “definitely better” (+2), “better” (+1), “unsure” (0), “worse” (−1), and “definitely worse” (−2). The test involved 32 sentences × 4 systems (including all 4 conversions for each system) × 10 condition pairs, resulting in 1,280 unique trials. We conducted the listening test on AMT with 1,280 ÷ 32 = 40 listeners, with each listener hearing 32 unique sentence materials. The results in Table 2 show that VAE-12 outperformed MCEP-40 and LSF-20. The multidimensional scaling shown in Figure 1b shows that VAE-12 was the closest to NAT. As a result, we used VAE-12 in the following style conversion experiment.

4. Experiment: Style Conversion

We applied the voice conversion method to convert between two styles of a speaker; specifically, we aimed to convert the spectral aspects of a habitually-spoken sentence (HAB) to those of a clearly-spoken sentence (CLR), in an effort to improve the speech intelligibility of the former.

We used a database with 78 speakers consisting of control speakers (CS, N=32), speakers with multiple sclerosis (MS, N=30), and speakers with Parkinson’s disease (PD, N=16) [27, 28]. All read the same 25 Harvard sentences in habitual and clear conditions (loud, slow, and fast conditions were also available). We started by selecting the speakers who were previ-
ouslly shown to have the highest intelligibility difference between clear and habitual in their category, by using a minimum threshold of 20% absolute difference; this resulted in 11 speakers (6 CS, 2 MS, and 3 PD).

4.1. Hybridization

We first needed to establish which speakers benefit from using the CLR spectrum in place of the HAB spectrum (via a hybridization approach), as speakers use different strategies to produce CLR speech. To this end, we measured the intelligibility of hybridized stimuli [12, 13], compared with a purely-vocoded HAB condition, and a purely-vocoded CLR condition. The hybridized stimuli were created by combining the CLR spectrum, aligned to the HAB style, with HAB F0, and HAB aperiodicity information, using the WORLD vocoder. We minimized the loudness differences of stimuli by using an RMSA measure. Finally, each utterance was mixed with babble noise at 0 dB SNR to avoid saturation effects.

The speech intelligibility test design consisted of 25 sentences × 11 speakers × 3 conditions = 825 unique trials. We performed the test on AMT, wherein 66 participants listened to 25 Harvard utterances, which contain five keywords each. Listeners typed out each sentence as best as they could; their responses were subsequently manually scored. We then calculated the average number of keywords correctly identified. Table 3 shows the average keyword accuracy. We observed that spectral hybridization led to statistically significant improvements in speakers PDF7, PDM6, CSM7, and CSM6, but also resulted in degradations for MSF7 and MSF15.

4.2. Mapping

We evaluated the efficacy of our proposed VAE-12 system for the purpose of mapping HAB style to CLR style and thus improving speech intelligibility for speakers that have shown to benefit from the CLR spectrum. We used the top three speakers PDF7, PDM6, and CSM7 that showed the most benefit in the hybridization experiment. We aligned each HAB utterance to its parallel CLR utterance of the same speaker using DTW on 32nd-order log filter-bank features. Then, we trained speaker-dependent mappings from HAB VAE-12 to CLR VAE-12, where we used two different DNN structures. The first structure was a typical feedforward network used in the previous voice conversion experiment (also called DNN-mapping VAE).

For the second structure (also called Skip-mapping VAE), we introduced skip connections [29], as shown in Figure 2.

We created conversion stimuli consisting of the mapped VAE-12, and F0 and aperiodicity information from the original HAB speech. To create the 25 conversion sentences, we used a leave-one-out approach. Otherwise, network configurations and training parameters were identical to the VC experiment.

4.3. Evaluation: Speech Intelligibility

To evaluate speech intelligibility, we designed a test consisting of 25 sentences × 3 speakers × 5 conditions (2 purely vocoded, 1 hybrid, 2 mappings) = 375 unique trials. The test was conducted similarly to the previous one in Section 4.1, except 30 listeners participated. The hybrid stimuli show an upper bound (or “oracle” mapping) on the intelligibility for the VAE-mapping. Table 5 shows average keyword accuracy. We observed that the VAE-mapping using a custom DNN with skip connection led to a statistically significant improvement for speaker PDM6, but no significant differences in other cases, using a two-tailed t-test.

5. Conclusion

We proposed a compact and interpolable feature for spectral regression, implemented by a speaker-independent VAE. In a vocoding experiment, we showed that using VAE-12 achieved significantly better perceived speech quality compared to a MCEP-12 feature. In a voice conversion experiment, we showed that mapping VAE-12 resulted in significantly better perceived speech quality compared to a MCEP-40 feature, with similar speaker accuracy, thus demonstrating the efficiency of mapping in a low-dimensional latent feature space. In a habitual to clear style conversion experiment, we showed that VAE-12 together with a custom skip-connection deep neural network significantly improved the speech intelligibility of one of three speakers, with the average keyword recall accuracy increasing from 24% to 46%. In the future, we plan on creating mappings that increase speech intelligibility speaker-independently, using many-to-many voice conversion approaches.

Table 3: Average keyword accuracy measuring speech intelligibility. Results marked with an asterisk indicated that the hybrid condition was significantly different (p < 0.05) from the vocoded HAB condition, using a two-tailed t-test.

<table>
<thead>
<tr>
<th></th>
<th>MSF7</th>
<th>MSF15</th>
<th>PDF3</th>
<th>PDF7</th>
<th>PDM6</th>
<th>CSM4</th>
<th>CSM8</th>
<th>CSM7</th>
<th>CSM6</th>
<th>CSF8</th>
<th>CSF12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vocodered HAB</td>
<td>68</td>
<td>45</td>
<td>5</td>
<td>13</td>
<td>30</td>
<td>26</td>
<td>42</td>
<td>35</td>
<td>30</td>
<td>26</td>
<td>18</td>
</tr>
<tr>
<td>Hybrid</td>
<td>59</td>
<td>37</td>
<td>7</td>
<td>22*</td>
<td>55*</td>
<td>30</td>
<td>43</td>
<td>53*</td>
<td>39*</td>
<td>25</td>
<td>24</td>
</tr>
<tr>
<td>Vocodered CLR</td>
<td>80*</td>
<td>53</td>
<td>11*</td>
<td>25*</td>
<td>56*</td>
<td>74*</td>
<td>49</td>
<td>65*</td>
<td>60*</td>
<td>44*</td>
<td>53*</td>
</tr>
</tbody>
</table>

Table 4: Relative quality between vocoded target and mapping, results marked with an asterisk are significantly different (p < 0.001, adjusted critical α = 0.005) as compared to zero (no preference) in a one-sample t-test.

<table>
<thead>
<tr>
<th></th>
<th>A \ B</th>
<th>LSF-20</th>
<th>MCEP-12</th>
<th>MCEP-40</th>
<th>VAE-12</th>
</tr>
</thead>
<tbody>
<tr>
<td>NAT</td>
<td>1.8*</td>
<td>1.8*</td>
<td>1.67*</td>
<td>1.7*</td>
<td></td>
</tr>
<tr>
<td>LSF-20</td>
<td>0.0</td>
<td>-0.54*</td>
<td>-1.08*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MCEP-12</td>
<td>-0.27*</td>
<td>-0.5*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MCEP-40</td>
<td>-0.5*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Average keyword accuracy. Results marked with an asterisk are significantly different (p < 0.05) as compared to the vocoded HAB condition in a two-tailed t-test.

<table>
<thead>
<tr>
<th></th>
<th>CSM7</th>
<th>PDF7</th>
<th>PDM6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vocodered HAB</td>
<td>38</td>
<td>13</td>
<td>24</td>
</tr>
<tr>
<td>DNN-mapping VAE</td>
<td>32</td>
<td>13</td>
<td>35</td>
</tr>
<tr>
<td>Skip-mapping VAE</td>
<td>38</td>
<td>11</td>
<td>46*</td>
</tr>
<tr>
<td>Hybrid</td>
<td>56*</td>
<td>27*</td>
<td>50*</td>
</tr>
<tr>
<td>Vocodered CLR</td>
<td>69*</td>
<td>23*</td>
<td>41*</td>
</tr>
</tbody>
</table>
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