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Abstract
In this paper, a novel Fused Visual Features (FVFs) are proposed for Acoustic Event Classification (AEC) in the meeting room and office environments. The codes of Visual Features (VFs) are evaluated from row vectors and Scale Invariant Feature Transform (SIFT) vectors of the grayscale Gammatonegram of an acoustic event separately using Locality-constrained Linear Coding (LLC). Further, VFs from row vectors and SIFT vectors of the grayscale Gammatonegram are fused to get FVFs. Performance of the proposed FVFs is evaluated on acoustic events of publicly available UPC-TALP and DCASE datasets in clean and noisy conditions. Results show that proposed FVFs are robust to noise and achieve overall recognition accuracy of 96.40% and 90.45% on UPC-TALP and DCASE datasets, respectively.
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1. Introduction
Acoustic Event Classification (AEC) is the task of recognizing a specific sound in an environment. It has many emerging applications such as; robotics [1], wildlife monitoring [2], audio surveillance [3] [4], machine hearing [5] and so on.

Study on AEC is still in its infancy as compared to the speech/speaker recognition tasks. However, different feature encoding methods from computer vision are used recently, to encode the frame-based features into higher level feature representation for AEC with improved recognition accuracy [6–9].

The traditional frame-based features such as Mel-frequency cepstral coefficients (MFCCs) are extracted from a continuous acoustic event signal frame-by-frame. Further, a sequence of these frame-based features of an acoustic event is encoded into a fixed dimensional higher level feature representation (code) for AEC using two popular feature encoding methods: Vector Quantization (VQ) [10] and sparse coding [11].

VQ is widely used in Bag-of-Audio-Words (BoAW) approach [7] [12], which even outperforms the emerging Deep Neural Networks (DNNs) [10]. However, VQ suffers from the large quantization error [11]. Hence, sparse coding is used over VQ for AEC with improved recognition accuracy [9].

However, many times real-world acoustic events are overlapped with high-background noise. Traditional frame-based features are sensitive to background noise. Hence, codes (either from VQ or sparse coding) of frame-based features may not be suitable for AEC, especially during noisy conditions.

Speech is different from the acoustic events when one considers its phonetic structure [13] [14]. Acoustic events are brief and have more discriminative Time-Frequency Representations (TFR). Hence, in our previous work [6], a grayscale spectrogram (TFR) is represented as Bag-of-Visual-Words (BoVW) using traditional VQ for robust AEC. It hints that features from spectrogram are robust to noise and suitable for AEC. However, Gammatonegram reveals more spectral information of acoustic events than spectrogram [15] [16]. Hence, in this work, rows of intensity values and Scale Invariant Feature Transform (SIFT) vectors of grayscale Gammatonegram of an acoustic event are separately represented (encoded) as codes of Visual Features (VFs) using Locality-constrained Linear Coding (LLC) [17].

Figure 1: Overview of the proposed approach.

Figure 1: Overview of the proposed approach.

2. Fused Visual Features
Overview of the proposed approach is given in Fig. 1. The row vectors and SIFT vectors of the grayscale Gammatonegram are encoded separately into codes of Visual Features (VFs) using LLC. Further, these VFs are combined to get Fused Visual Features (FVFs). The steps involved in the generation of FVFs are explained below in brief.

2.1. Grayscale Gammatonegram generation
In this step, the acoustic events are represented as Gammatone spectrogram or Gammatonegram $C(f, t)$, where $f$ (ranging from 1 to $F$) is the center frequency of the Gammatone filter and $t$ is the time frame obtained by windowing the signal into frames using the Hamming window of length 20ms with 50% overlap. The sampling rate is 44100 Hz and 64 ($F = 64$)
filters are equally spaced on the Equivalent Rectangular Bandwidth (ERB) scale. The logarithmic Gammatonegram is obtained from (1).

\[ C_{\text{Log}}(f, t) = \log(C(f, t)) \]

Further, a grayscale intensity Gammatonegram image (see Fig. 2) is generated by normalizing the values of Time-Frequency matrix \( C(f, t) \) between \([0, 1]\) using (2).

\[ GI(f, t) = \frac{C_{\text{Log}}(f, t) - \min(C_{\text{Log}})}{\max(C_{\text{Log}}) - \min(C_{\text{Log}})} \]

Acoustic events are highly variant with respect to time, which may cause dimensional variations. Hence, grayscale Gammatonegram \( GI(f, t) \) is transposed as given in (3) to get fixed 64-dimensional row vectors.

\[ G(t, f) = GI(f, t)^T \]

In this work, intensity values of each 64-dimensional row vector of a \( G(t, f) \) are considered as a feature vector per frame for VFs representations using LLC.

### 2.2. Extraction of SIFT feature vectors

David G. Lowe, first introduced the SIFT algorithm for object recognition in a digital image [18]. SIFT algorithm includes two main stages: keypoint detection and feature extraction. Algorithm first localizes (detects) interesting keypoints in the grayscale Gammatonegram of an acoustic event (see blue color keypoints in Fig. 3) and the second stage extracts a set of 128-dimensional feature vectors associated with detected keypoints for VFs representations using LLC.

### 2.3. Visual vocabulary generation

Let \( Y \) be a set of \( D \)-dimensional feature vectors (row vectors or SIFT vectors) extracted from a grayscale Gammatonegram, i.e., \( Y = [y_1, y_2, ..., y_N] \in \mathbb{R}^{N \times D} \). A set of feature vectors \( Y \) of five randomly selected acoustic events per class are grouped into mutually exclusive clusters using the K-means clustering algorithm. The centroids of these clusters are referred to as visual words or codewords. All the visual words together constitute a vocabulary \( V \) or a codebook. It is worth to point out that five acoustic events per class are sufficient enough to build discriminative visual vocabulary with less computational time. There is no known best way to select the size of the vocabulary \( M \), i.e., the number of visual words. In this work, the size of the vocabulary ranging from 64 to 512 is considered and its impact on the performance of AEC is analyzed.

### 2.4. Locality-constrained Linear Coding

Given a set of \( D \)-dimensional feature vectors \( Y \) (row vectors or SIFT) from a grayscale Gammatonegram and a vocabulary \( V \) with \( M \) entries, \( V = \{v_1, v_2, ..., v_M\} \in \mathbb{R}^{M \times D} \). Locality-constrained Linear Coding (LLC) converts each feature vector into a \( M \)-dimensional code for AEC [17]. The objective function of LLC is formulated as:

\[ \min_C \sum_{i=1}^{N} \|y_i - V c_i\|^2 + \lambda \|d_i \odot c_i\|^2 \]

subject to: \( 1^T c_i = 1, \forall i \)

Where \( C = [c_1, c_2, ..., c_N] \) is a set of coding coefficients (codes) for \( Y \). \( \odot \) represents the element-wise multiplication, \( d_i \) is a distance vector (evaluated using Euclidean distance) between \( y_i \) and each visual word of the vocabulary \( V \), \( \lambda \) is a regularization parameter, which weights the locality constraint.

Minimizing the Eq. (4) tends to encode each feature vector \( y_i \in Y \) into a \( M \)-dimensional code using visual words of vocabulary \( V \). Locality adaptor \( d_i \) penalizes the visual words far away from the feature vector. Specifically, a larger \( d_i \) suppresses the value of corresponding code \( c_i \) to zero. Hence, the resulting set of codes \( C \in \mathbb{R}^{N \times M} \) is a sparse representation of \( Y \) with few non-zero elements. It can also be interpreted as each feature vector \( y_i \in Y \) only responds to nearby visual words of vocabulary \( V \).

### 2.5. Visual feature vector generation

In this step, a single \( M \)-dimensional code \( Z = [z_1, z_2, ..., z_M] \in \mathbb{R}^{M} \) is obtained from the set of codes \( C \) (the result of Eq. (4)) using max pooling function \( Z = \max(C) \). Specifically, a maximum value is chosen from \( C \) in a column-wise manner as given in (5).

\[ z_j = \max(c_{j1}, c_{j2}, ..., c_{jN}) \]

Where \( N \) is number of feature vectors in \( Y \). Each column of \( C \) corresponds to the responses of all feature vectors in \( Y \) to a visual word in \( V \).

The pooled features (\( Z \)) are also known as codes of visual features, which are normalized using \( \ell_2 \) norm. Normalized visual features of row vectors and SIFT vectors of grayscale Gammatonegram are fused (concatenated) to get Fused Visual Features (FVFs).

### 3. Experiments

#### 3.1. Acoustic event datasets

Performance of the proposed approach is evaluated using two publicly available datasets namely UPC-TALP dataset [22] and DCASE-2013 dataset [23].
3.1.1. UPC-TALP dataset

A 12 different isolated meeting room acoustic events, namely: applause, chair moving, cough, door knock, door slam, keyboard, key- 
board typing, key jingle, laugh, paper wrapping, phone ring, 
spoon cup jingle and steps are selected for AEC. Approximately 
60 acoustic events per class, recorded using 84 microphones, 
namely: an array of 64 Mark III microphones, 12 T-shape clusters 
and most of its energy is distributed at lower frequencies. 

3.1.2. DCASE dataset

A 16 different isolated acoustic events namely, alert, clearing 
throat, cough, door slam, drawer, keyboard, keys, knock, laugh, 
mouse, page-turn, pen drop, phone ring, printer, speech and 
switch are used for AEC. Approximately 27 acoustic events per 
class are presented in the DCASE dataset. In this work, micro-
phone channel one from stereo recordings is considered for the 
performance evaluation.

Acoustic events of both the datasets are trimmed to the 
length of given annotations and resulting data is divided into 
five disjoint folds to perform five-fold cross-validation. Each 
fold has the equal number of acoustic events per class. To 
compare the robustness of the proposed approach, 'speech babble' noise from NOISEX’92 database [24] is added to the acoustic 
events at 20, 10 and 0dB SNR. The 'speech babble' noise is dif-
mute and its maximum energy concentrated at lower frequen-
cies. The MFCCs are sensitive to noise at lower frequencies.

4. Results and Discussion

The experimental results given in Table 1 demonstrate that pro-
posed FVFs-SVM combination significantly outperforms all the 
methods in clean and different noisy conditions with average 
recognition accuracy of 96.40% and 90.45% on UPC-TALP and 
DCASE datasets, respectively. The recognition performance of 
all the methods on DCASE dataset is lower compared to per-
formance on UPC-TALP dataset. This is due to the quality of 
DCASE audio recordings, which are already quite noisy (there 
are no clean acoustic events) and real SNR might be lower than 
denoted. Hence, the performance of all the methods drastically 
reduces in clean and noisy conditions. However, the proposed 
FVFs discriminate acoustic events from the noise and largely 
outperform all other methods in clean and noisy conditions.

As we had mentioned earlier, the speech babble noise is diffuse and its maximum energy concentrated at lower frequen-
cies. The MFCCs are sensitive to noise at lower frequencies. 
Hence, the performance of the MFCCs baseline system signifi-
cantly drops at 0dB SNR. The GTCCS are also obtained from Gammatone filter bank as our grayscale Gammatonegram. Hence, GTCCs are con-
sidered for performance comparison with FVFs in this work. Gammatone filterbank resolution at lower frequencies is much higher with ERB scale than Mel filter bank with Mel scale. Hence, GTCCs discriminate the spectral components at lower frequencies belong to the acoustic event and noise accurately than MFCCs. However, the performance of GTCCs still worse when compared to proposed FVFs.

<table>
<thead>
<tr>
<th>Method</th>
<th>Ref</th>
<th>UPC-TALP Clean</th>
<th>UPC-TALP 20dB</th>
<th>UPC-TALP 10dB</th>
<th>UPC-TALP 0dB</th>
<th>Average</th>
<th>DCASE Clean</th>
<th>DCASE 20dB</th>
<th>DCASE 10dB</th>
<th>DCASE 0dB</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFCCs</td>
<td>[19]</td>
<td>74.79</td>
<td>66.46</td>
<td>58.55</td>
<td>46.88</td>
<td>61.67</td>
<td>50.94</td>
<td>43.68</td>
<td>38.44</td>
<td>26.93</td>
<td>39.99</td>
</tr>
<tr>
<td>GTCCs</td>
<td>[19]</td>
<td>79.83</td>
<td>74.93</td>
<td>72.25</td>
<td>61.92</td>
<td>70.51</td>
<td>59.05</td>
<td>53.77</td>
<td>49.21</td>
<td>41.77</td>
<td>51.14</td>
</tr>
<tr>
<td>DNNs</td>
<td>[20]</td>
<td>70.42</td>
<td>69.38</td>
<td>58.55</td>
<td>55.86</td>
<td>58.49</td>
<td>39.69</td>
<td>38.14</td>
<td>33.44</td>
<td>25.00</td>
<td>34.07</td>
</tr>
<tr>
<td>CNNs</td>
<td>[21]</td>
<td>86.33</td>
<td>84.05</td>
<td>80.17</td>
<td>65.97</td>
<td>79.13</td>
<td>65.25</td>
<td>61.30</td>
<td>57.17</td>
<td>45.25</td>
<td>57.26</td>
</tr>
<tr>
<td>BoVW</td>
<td>[6]</td>
<td>93.54</td>
<td>92.51</td>
<td>88.76</td>
<td>79.54</td>
<td>88.58</td>
<td>66.75</td>
<td>66.25</td>
<td>59.37</td>
<td>46.88</td>
<td>60.31</td>
</tr>
<tr>
<td>SIFT vectors-VFs</td>
<td>-</td>
<td>90.06</td>
<td>92.56</td>
<td>90.21</td>
<td>80.71</td>
<td>89.48</td>
<td>75.01</td>
<td>70.63</td>
<td>62.57</td>
<td>47.12</td>
<td>63.06</td>
</tr>
<tr>
<td>Row vectors-VFs</td>
<td>-</td>
<td>95.01</td>
<td>93.34</td>
<td>92.30</td>
<td>86.26</td>
<td>91.72</td>
<td>79.07</td>
<td>74.34</td>
<td>65.63</td>
<td>53.76</td>
<td>68.02</td>
</tr>
<tr>
<td>FVFs</td>
<td>-</td>
<td>99.17</td>
<td>99.15</td>
<td>98.12</td>
<td>89.17</td>
<td>98.40</td>
<td>96.32</td>
<td>93.19</td>
<td>90.69</td>
<td>81.65</td>
<td>96.40</td>
</tr>
</tbody>
</table>
Further, the performance of FVFs-SVM combination is also compared with the emerging DNNs and CNNs. The CNNs are effective and outperform DNNs in clean and noisy conditions (see Table 1). However, CNNs/DNNs require huge data for training and do not perform very well in the cases of limited training data.

Our previous BoVW approach [6] performs significantly better in clean and noisy conditions. However, BoVWs are the histograms of traditional VQ codes obtained from Grayscale spectrograms of acoustic events. In VQ, similar (nearby) feature vectors of acoustic events have different VQ codes due to large quantization errors, in contrast to that of LLC which ensures similar LLC codes for the nearby feature vectors of the acoustic events. Hence, LLC codes or VFs from row vectors and SIFT vectors of Gammatonegram significantly discriminate acoustic events in clean and noisy conditions than VQ codes. It is worth to point out that, proposed VFs achieve impressive recognition accuracy with linear SVM. The BoVW approach performs well with non-linear kernel classifiers such as Intersection and Chi-square kernels SVMs, which demand higher computational time than simple linear SVM.

The magnitude of the intensity values of an acoustic event in the grayscale Gammatonegram is much higher than that of noise. The noise is distributed over Gammatonegram compared to the acoustic event and its maximum energy is concentrated at the lower region of Gammatonegram. However, higher intensity values (strongest peaks) of the acoustic events are unaffected by noise (see Fig. 2 at clean and 0dB SNR), which are effectively discriminated by VFs (row vector VFs) in all noisy conditions.

The SIFT feature extraction algorithm blurs the grayscale Gammatonegrams using different scales before keypoint localization that highlights the strongest peaks of the acoustic events and reduces the effect of noise. Further, localizes the keypoints around the strongest peaks of an acoustic event and extracts the SIFT feature vectors from detected keypoints. Hence, VFs from SIFT feature vectors of grayscale Gammatonegrams are robust to noise and outperform the BoVW in different noisy conditions.

However, VFs from row vectors or SIFT feature vectors does not perform alone as expected. The FVFs are the combination of significant VFs from row vectors and SIFT vectors of the Gammatonegram. Hence, the FVFs contains significantly much more information about the acoustic events than VFs alone and they are observed to outperform all other approaches in both clean and noisy conditions.

4.1. Recognition accuracy versus size of the codebook

The acoustic event recognition accuracy of VFs from row vectors and SIFT vectors of Gammatonegrams with linear SVM to the number of visual words i.e., size of the vocabulary at clean condition on UPC-TALP dataset is shown in Fig. 4. One can observe that recognition accuracy improves as there is an increase in the number of visual words. The smaller vocabulary groups the dissimilar acoustic events into the same visual word. Hence, the smaller vocabulary is not much discriminative and gives poor performance. On the other hand, the larger vocabulary is more discriminative and achieves improved performance for both VFs. However, as the size of the vocabulary increases computational complexity also increases. In this work, we use 256 visual words (i.e., the size of the vocabulary) which generate 256-dimensional VFs from row and SIFT vectors for AEC with higher recognition accuracy and lower computational cost. Further, both 256-dimensional VFs are concatenated to get 512-dimensional FVFs used for AEC.

4.2. Performance of the FVFs versus state-of-the-art methods on UPC-TALP and DCASE datasets

The overall recognition accuracy of the FVFs at clean condition on UPC-TALP and DCASE datasets is also compared with the state-of-the-art methods reported in the literature (see Table 2). The traditional speech features are represented as BoAW in [25] and achieves 96.80% of acoustic event recognition accuracy, which is less than that using proposed FVFs (i.e., 99.17%) in clean condition, for UPC-TALP dataset. However, these speech features are sensitive to noise and performance of their BoAW representations is expected to reduce in noisy conditions. The effect of FVFs is clearly observed on DCASE dataset and it largely outperforms state-of-the-art HMM-based methods [26][27], which are also based on traditional speech features, may not be suitable for AEC.

5. Conclusions

In this paper, a novel FVFs are proposed for AEC. FVFs are the combination of significant VFs, obtained from row vectors and SIFT vectors of grayscale Gammatonegram of an acoustic event. Intensity values of the acoustic event in the grayscale Gammatonegram are higher than that of noise and those are effectively discriminated by FVFs. FVFs achieve overall 96.40% recognition accuracy in clean and different noisy conditions. It indicates that proposed FVFs features are robust and have a significant contribution towards the AEC. In future, the concatenation of spectral and other image features to FVFs may further improve the performance of the proposed approach.
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