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Abstract

Attention mechanism plays a crucial role in sequential learning for many speech and language applications. However, it is challenging to develop a stochastic attention in a sequence-to-sequence model which consists of two recurrent neural networks (RNNs) as the encoder and decoder. The problem of posterior collapse happens in variational inference and results in the estimated latent variables close to a standard Gaussian prior so that the information from input sequence is disregarded in learning process. This paper presents a new recurrent autoencoder for sentence representation where a self attention scheme is incorporated to activate the interaction between inference and generation in training procedure. In particular, a stochastic RNN decoder is implemented to provide additional latent variable to fulfill self attention for sentence reconstruction. The posterior collapse is alleviated. The latent information is sufficiently attended in variational sequential learning. During test phase, the estimated prior distribution of decoder is sampled for stochastic attention and generation. Experiments on Penn Treebank and Yelp 2013 show the desirable generation performance in terms of perplexity. The visualization of attention weights also illustrates the usefulness of self attention. The evaluation on DUC 2007 demonstrates the merit of variational recurrent autoencoder for document summarization.

Index Terms: sequence generation, variational autoencoder, sequence-to-sequence learning, attention mechanism

1. Introduction

Attention mechanism has been practically developed in sequential learning [1] for spatial and temporal data and successfully applied for image caption [2], speech recognition [3, 4], machine translation [5, 6, 7], document summarization [8, 9], textual entailment [10], reading comprehension [11, 12] to name a few. Basically, system performance of an encoder-decoder network can be improved with attention scheme especially when the input sequence is long or contains rich information. Such an attention aims to simulate human visual and hearing systems so as to concentrate on a certain part of a spatial or temporal sequence to generate desirable output sequence at each time step. There have been enormous works carried out as attention approaches to sequential learning and employed in different applications. Recently, self attention, also known as the intra-attention, has been successfully proposed in different speech and language processing tasks. Basically, self attention is implemented to produce a sequence representation by mutually relating different tokens of an input sequence. This mechanism yields a powerful semantic representation for the corresponding word sequence. In the literature, the well-known transformer [7] was extensively built with the self attention without the usage of convolutional neural network and recurrent neural network (RNN). Transformer has achieved state-of-the-art performance in machine translation and other natural language processing tasks. A very recent work [13] proposed a generative adversarial network [14] based on self attention which has attained an excellent performance in image generation.

This paper presents a self attention model in variational autoencoder (VAE) [15, 16, 17] which is developed for stochastic sequential learning from a heterogeneous sequence database. Our goal is to present a robust solution to sequence generation and representation for summarization. However, the learning process is challenging because the encoder will be disregarded when generating an output sequence from latent space. This is caused due to the posterior collapse in variational inference. Self attention is merged to tackle this issue in construction of recurrent autoencoder. Typically, self attention is employed as an connector between RNN encoder and decoder which encourages the interaction between the inference model and the generative model in a sequence-to-sequence learning. Owing to the capability of stochastic RNN [18, 19], we build a decoder which provides an additional latent variable to carry out the stochastic attention to calculate the context vector at each time step as the weighted sum of hidden states of an encoder. Given this model, the decoder will sample the features to determine the context vector to fulfill self attention in test phase. A variational sequential learning is developed to build a latent variable model of encoder and decoder which is driven by self attention and applied for semantic representation and document summarization.

2. Background Survey

2.1. Recurrent variational autoencoder

Sequential learning for semantic representation is crucial for speech and language processing. RNN-based variational autoencoder was proposed for sequential learning of music and text [16, 17] where two RNNs were used as the encoder and decoder to build the variational recurrent autoencoder (VRAE). The encoder compresses an input sequence x = {x_t}^T_{t=1} into a latent representation z based on the variational distribution qφ(z|x) while the decoder reconstructs the samples from latent space using the generative distribution px(x|z). Figure 1 illustrates how a sequence is reconstructed via VARE. RNN encoder and decoder with parameters {φ, θ} are estimated by maximizing the variational lower bound of log likelihood

$$L = \mathbb{E}_{qφ(z|x)} \left[ \log pθ(x|z) \right] - D_{KL}(qφ(z|x)||p(z))$$  \hspace{1cm} (1)

where the Kullback-Leibler (KL) divergence is minimized to regularize a standard Gaussian prior p(z). The reparameterization trick [15] is applied to compute the stochastic gradients. However, VRAE suffers from the posterior collapse in variational sequential learning where KL term in Eq. (1) tends to be vanished, i.e. qφ(z|x) ∼ p(z), due to the autoregression in RNN decoder. Latent variable z could not reflect the information from sequential data x. Local optimum likely happens. Such a problem was handled by either weakening the decoder [20, 21] or strengthening the encoder [22]. This study presents a meaningful solution based on a decoder with self attention.
2.2. Attention mechanism

Attention scheme is beneficial for sequential learning which estimates a sequence-to-sequence model for a mapping function from an input sequence \(x = \{x_t\}_{t=1}^{T_x}\) to a target sequence \(y = \{y_t\}_{t=1}^{T_y}\) for speech recognition and machine translation. Their lengths \(T_x\) and \(T_y\) are different. Sequence-to-sequence model consists of two RNNs or two long short-term memories (LSTMs) as the encoder and decoder. In [5, 23, 24], the encoder was implemented by a bidirectional LSTM to calculate the hidden states \(\{s_t\}_{t=1}^{T_x}\) while LSTM decoder was performed to estimate the hidden state \(h_t\) at each time \(t\) by a recurrent function using previous hidden state \(h_{t-1}\) and target vector

\[
h_t = f(h_{t-1}, y_{t-1}, c_t) \quad \text{where} \quad c_t = \sum_{i=1}^{T_y} \alpha_i s_i. \tag{2}\]

\(c_t\) is a context vector which depends on all source hidden states encoded from input sequence. This vector is computed as a weighted sum of source hidden states \(\{s_t\}_{t=1}^{T_y}\) using the attention weights \(\alpha_i = \{\alpha_{t,j}\}_{t=1}^{T_y}\) which are calculated by

\[
\alpha_{t,j} = \frac{\exp(\text{score}(h_{t-1}, s_j))}{\sum_{j=1}^{T_y} \exp(\text{score}(h_{t-1}, s_j))} \tag{3}\]

The score function between hidden states \(h_t\) and \(s_j\) of decoder and encoder at times \(t\) and \(j\), respectively, was defined by [5]

\[
\text{score}(h_t, s_j) = w_{\text{a}}^T \tanh(W_{\text{a}} h_t + V_{\text{a}} s_j) \tag{4}\]

where \(\{w_{\text{a}}, W_{\text{a}}, V_{\text{a}}\}\) denote the attention parameters. Owing to this attention mechanism, LSTM decoder implements an attended representation for each input word and accordingly carries out a precise sequential prediction for target words.

3. Sequential Learning and Self Attention

This paper presents the self attention in a variational recurrent autoencoder for sentence generation where semantic representation is performed with the same input and output sequences \(x = \{x_t\}_{t=1}^{T_x}\). Different from VRAE [16, 17], we successfully learn the latent space for stochastic recurrent decoder with the complementary information extracted by self attention. The variational sequence modeling with self attention in inference and generative processes is detailed in what follows.

3.1. Model construction

Figure 2(a) illustrates the graphical representation of the proposed method. This model consists of two primary latent variables \(z_{\text{enc}}\) and \(\{x_t\}_{t=1}^{T_x}\) for representation of the whole sentence \(x\) and the individual words \(\{x_t\}_{t=1}^{T_x}\), respectively, based on the stochastic LSTM decoder. \(c_i\) is an auxiliary latent variable for context vector driven by self attention using the same sentence \(x\). First, the hidden state of LSTM encoder is obtained by

\[
s_t = f_{\text{enc}}^\theta(x_t, s_{t-1}) \tag{5}\]

Notably, three latent variables \(z_t, c_t\) and \(z_{\text{enc}}\) are merged in LSTM decoder. The decoder is strengthened to avoid mode collapse in variational sequential learning. The functions \(f_{\text{enc}}^\theta\) and \(f_{\text{dec}}^\theta\) are basically the standard LSTM cells. In the inference stage, the latent variable \(z_t\) depends on \(h_{t-1}\) and \(c_t\), where \(c_t\) is the context vector computed as a weighted sum of the hidden states of encoder \(\{s_t\}_{t=1}^{T_x}\) as computed in Eq. (2) using the attention weights shown in Eqs. (3)(4). Different from [5, 23, 24], self attention is performed in stochastic LSTM decoder at each time step \(t\) using the same sequence \(x = \{x_t\}_{t=1}^{T_x}\). In the generative stage, the next output \(x_{t+1}\) is generated by using the hidden state \(h_t\), which is computed with \(\{x_t, h_{t-1}, z_t, c_t, z_{\text{enc}}\}\) as shown in Figure 2(b). However, in test time, the sequence generation is performed according to the recursion in Eq. (6) using the samples of latent variables \(z_t, c_t\) and \(z_{\text{enc}}\) at each time \(t\) which are Gaussians with the parameters estimated by variational inference and optimization. Self attention is run even in test session. For sequential learning, the marginal likelihood of \(x = \{x_t\}_{t=1}^{T_x}\) is integrated with respect to \(z_t, c_t\) and \(z_{\text{enc}}\) by using the parameters \(\theta\) in four decomposed distributions

\[
p(x) = \int_{z_{\text{enc}}} p_\theta(z_{\text{enc}}) \prod_{t=1}^{T_x} \int_{z_t} \int_{x_t} p_\theta(x_{t+1}|x_{\leq t}, z_t, c_t, z_{\text{enc}}) \times p_\theta(z_t|x_{\leq t}, z_{\text{enc}}) p_\theta(c_t|z_t) dz_t dc_t dz_{\text{enc}}. \tag{7}\]
3.2. Optimization for stochastic recurrent decoder

The optimization over marginal likelihood in Eq. (7) is intractable due to the coupling of latent variables. We therefore maximize the variational evidence lower bound (ELBO) with latent variables $z_t$, $c_t$ and $z_{enc}$ in stochastic recurrent decoder

$$L(x; \theta, \phi, \phi) = E_q(x_{enc}|x) \left[ \sum_{t=0}^{T-1} \log p(x_{t+1}|x_{\leq t}, z_t, \tilde{c}_t, z_{enc}) + \log p(z_{t}|x_{\leq t}, z_{enc}) \right]$$

and $D_{KL}(q_{\phi}(z_t|x_{\leq t}, z_{enc})||p_{\phi}(z_{t}|x_{\leq t}, z_{enc}))$

$$- D_{KL}(q_{\phi}(z_{enc}|x)||p_{\phi}(z_{enc})).$$

Eq. (8) is derived by incorporating the variational distributions for two primary latent variables $z_t$ and $z_{enc}$

$$q_{\phi}(z_{t}|x_{\leq t}, z_{enc}) = \mathcal{N}(\mu_{x,t}, \sigma_{x,t}^2)$$

and $q_{\phi}(z_{enc}|x) = \mathcal{N}(\mu_{z,enc}, \sigma_{z,enc}^2)$

where the Gaussian mean and variance parameters are based on two fully connected neural networks (FC-NNs)

$$[\mu_{x,t}, \sigma_{x,t}^2] = f_{\phi}^{(x)}(h_{t-1}, c_t)$$

$$[\mu_{z,enc}, \sigma_{z,enc}^2] = f_{\phi}^{(z)}(s_T).$$

Meanfully, the latent code $z_t$ is driven by previous hidden state $h_{t-1}$ and current context vector $c_t$ via self attention while the latent code $z_{enc}$ is determined by hidden state in the last time $s_T$ using the whole sequence $x$. Notably, the auxiliary latent variable $\tilde{c}_t$ is reflected by $z_t$ which is fully connected by self attention with $c_t$. The ELBO in Eq. (8) can be rewritten as

$$E_{q_{\phi}(x_{enc}|x)} \left[ \sum_{t=0}^{T-1} \log p_{\phi}(x_{t+1}|h_t) \right]$$

and $D_{KL}(q_{\phi}(z_t|x_{\leq t}, c_t)||p_{\phi}(z_{t}|x_{\leq t}, h_{t-1}))$

$$- D_{KL}(q_{\phi}(z_{enc}|x)||p_{\phi}(z_{enc})).$$

Here, the information $\{x_{\leq t}, z_t, \tilde{c}_t, z_{enc}\}$ has been encoded and revealed by $h_t$. The auxiliary cost due to $p_{\phi}(\tilde{c}_t|z_t)$ is imposed in learning objective to carry out self attention which can be further adjusted by a hyperparameter. In maximization of ELBO, the prior distribution $p_{\phi}(z_{enc}) = \mathcal{N}(0, I)$ is assumed and the prior neural networks are specified as

$$p_{\phi}(x_{t+1}|x_{\leq t}, z_t, \tilde{c}_t, z_{enc}) = \mathcal{N}(\mu_{x,t}, \sigma_{x,t}^2)$$

$$p_{\phi}(z_t|x_{\leq t}, z_{enc}) = \mathcal{N}(\mu_{h,t}, \sigma_{h,t}^2)$$

and $p_{\phi}(\tilde{c}_t|z_t) = \mathcal{N}(\mu_{c,t}, \sigma_{c,t}^2)$

where the Gaussian means and variances are calculated by

$$[\mu_{x,t}, \sigma_{x,t}^2] = f_{\phi}^{(x)}(h_t)$$

$$[\mu_{h,t}, \sigma_{h,t}^2] = f_{\phi}^{(h)}(h_{t-1})$$

$$[\mu_{c,t}, \sigma_{c,t}^2] = f_{\phi}^{(c)}(z_t)$$

using the FC-NNs for distributions $p_{\phi}(x_{t+1}|h_t)$, $p_{\phi}(z_t|h_{t-1})$ and $p_{\phi}(\tilde{c}_t|z_t)$ with inputs $h_t$, $h_{t-1}$ and $z_t$, respectively. The whole model parameters and variational parameters are formed by $\Theta = \{\theta, \phi, \phi\}$ with five FC-NNs $\{f_{\phi}^{(x)}(h_t), f_{\phi}^{(h)}(h_{t-1}), f_{\phi}^{(c)}(z_t), f_{\phi}^{(z)}(h_{t-1}, c_t), f_{\phi}^{(s_T)}(s_T)\}$.

3.3. Algorithms for inference and generation

Algorithm 1 illustrates the training procedure of sequence-to-sequence model. Recurrent and feedforward parameters $\{f^{enc}_{\phi}, f^{rec}_{\phi}\}$ and $\{f^{(x)}_{\phi}, f^{(h)}_{\phi}, f^{(c)}_{\phi}, f^{(z)}_{\phi}\}$ are jointly trained by the stochastic backpropagation algorithm based on the gradients of $L(x; \theta, \phi, \phi)$ with respect to individual parameters. In this conditional generative model, $c_t$ is seen as a predictor of $c_t$ similar to [18, 19]. The auxiliary reconstruction of $c_t$ enforces the latent variable $z_t$ contained with attention information. Algorithm 2 shows the generative procedure of a new sequence $\{x_t\}_{t=1}^T$ from begin of sentence (bos) $x_0$. The auxiliary variable or attention predictor $c_t$ is sampled for generation of $x_t$ at each time $t$ for self attention even without future words $x_{\geq t}$.

4. Experiments

4.1. Experimental setup

The proposed method was evaluated for semantic representation by using the training, validation and test sets from two datasets: Penn TreeBank (PTB) [25, 26, 27] and Yelp 2013 [28, 29]. PTB was a benchmark dataset for language model with 10K vocabulary words. Yelp 2013 was a review dataset with 15K vocabulary words from the Yelp Data Challenge of year 2013. In average, there were 21 and 48 words per sentence in PTB and Yelp.
respectively. The perplexity of test sentences was examined. In addition, Document Understanding Conference (DUC) 2007 (http://duc.nist.gov) was assessed for document summarization. This corpus provided the reference summary for individual document. The automatic summary was limited to 250 words at most. The NIST evaluation tool ROUGE (http://berouge.com) was adopted. ROUGE-1 was used to measure the matched unigrams between reference summary and automatic summary in terms of recall, precision and F-measure. The sentence or document representation was evaluated to select the representative sentences from multiple documents. The sentences with the smallest KL divergence between document and sentence models were selected. The sentence-based latent Dirichlet allocation (sLDA) [30] was included. Detailed setup was referred to [31].

LSTM and VRAE [16] were implemented for language model in comparison of the proposed VRAE with self attention (VRAE-SA). Different VRAEs use LSTMs for both encoder and decoder. All models used one-layer LSTM for both encoder and decoder with an embedding size 512 for \( x_t \) and the number of hidden units 256 for \( \tilde{h}_c \) and \( c_t \). The dimension of latent variables was 32 for \( x_t, \tilde{c}_t \) and \( c_t \). The one-layer FC-NNs were calculated for Gaussian means and variances. Mini-batch size was 32. All models were optimized with 20 epochs by using Adam optimizer with initial learning rate 0.001 which was decreased by a factor of 2 every 2 epochs after 10 epochs. There was a dropout layer with probability 0.5 over the input-to-hidden layer of the LSTM decoder. Gradient clipping was applied with maximum norm 5. The KL-cost annealing strategy [17] was utilized to partially alleviate posterior collapse.

### 4.2. Experimental results

Figure 3 visualizes the self-attention weights for different sentences. Self attention helps to identify useful information for sentence reconstruction. Table 1 and Table 2 compare the negative log-likelihood (NLL) and the perplexity (PPL) of different models by using the PTB and Yelp 2013, respectively. Lower value implies better result. Yelp 2013 has larger variability than PTB. The KL divergence \( D_{KL} (q_{\theta}(z_{enc} | x)) \parallel p_{\phi}(z_{enc})) \) is also listed. Higher KL means less likely posterior collapse and better learning representation. To investigate the stochastic self attention, VRAE-SA has the realizations without and with the auxiliary term \( p_{\phi}(c_t | x_t) \) in Eq. (13). The best result of NLL and PPL among different models is marked in bold. VRAE-SA obtains the highest KL value so as to learn the most informative latent codes. The stochastic information learned with auxiliary cost does help self attention. Table 3 reports the results of recall, precision and F-measure of document summarization in DUC 2007 where different methods are compared. The semantic representation for sentences and documents is learned and used to extract the latent variables \( \tilde{c}_T \) from mean vectors of FC-NN \( f_{\theta}^{(c)}(z_T) \) for a document as well as each sentences in this document \( \{x_t\}_{t=1}^T \). Sentence ranking is then performed by using the corresponding context vectors \( \tilde{c}_t \) of a document and its different sentences to find a summary. Different recurrent machines (LSTM, VRAE, VRAE-SA) work much better than sLDA. The results of F-measure are consistent with those of NLL and PPL. In this comparison, the highest F-measure 0.431 is obtained for document summarization by using the proposed VRAE with stochastic self attention. Source codes are accessible at https://github.com/NCTUMLlab/.

![Figure 3: Self-attention weight maps for two sentences in PTB.](image)

### Table 1: NLL and PPL using different methods in PTB.

<table>
<thead>
<tr>
<th>Model</th>
<th>NLL</th>
<th>KL</th>
<th>PPL</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>102.27</td>
<td>-</td>
<td>132.89</td>
</tr>
<tr>
<td>VRAE</td>
<td>101.45</td>
<td>4.86</td>
<td>127.78</td>
</tr>
<tr>
<td>VRAE-SA w/o aux</td>
<td>99.82</td>
<td>5.80</td>
<td>118.22</td>
</tr>
<tr>
<td>VRAE-SA w aux</td>
<td>99.19</td>
<td>6.16</td>
<td>114.68</td>
</tr>
</tbody>
</table>

### Table 2: NLL and PPL using different methods in Yelp 2013.

<table>
<thead>
<tr>
<th>Model</th>
<th>NLL</th>
<th>KL</th>
<th>PPL</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>196.69</td>
<td>-</td>
<td>62.91</td>
</tr>
<tr>
<td>VRAE</td>
<td>196.28</td>
<td>2.25</td>
<td>62.38</td>
</tr>
<tr>
<td>VRAE-SA w/o aux</td>
<td>193.52</td>
<td>4.07</td>
<td>58.86</td>
</tr>
<tr>
<td>VRAE-SA w aux</td>
<td>191.98</td>
<td>6.98</td>
<td>56.98</td>
</tr>
</tbody>
</table>

### Table 3: Recall, precision and F-measure for document summarization using different methods in DUC 2007.

<table>
<thead>
<tr>
<th>Model</th>
<th>Recall</th>
<th>Precision</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>sLDA [30]</td>
<td>0.337</td>
<td>0.390</td>
<td>0.362</td>
</tr>
<tr>
<td>LSTM</td>
<td>0.431</td>
<td>0.392</td>
<td>0.411</td>
</tr>
<tr>
<td>VRAE</td>
<td>0.438</td>
<td>0.399</td>
<td>0.418</td>
</tr>
<tr>
<td>VRAE-SA w/o aux</td>
<td>0.448</td>
<td>0.408</td>
<td>0.427</td>
</tr>
<tr>
<td>VRAE-SA w aux</td>
<td>0.451</td>
<td>0.413</td>
<td>0.431</td>
</tr>
</tbody>
</table>

## 5. Conclusions

We proposed a self-attention model for sentence generation based on variational autoencoder which was employed in semantic representation and summarization. The stochastic recurrent decoder was constructed with self attention and formulated according to variational inference. The additional latent variable in stochastic decoder was incorporated to reflect self attention which allowed us to estimate the context vectors for sentences and documents. The missing of self-attention information was sufficiently compensated in generation procedure for test data. Experimental results showed that the proposed variational sequential model could mitigate the issue of the posterior collapse and improved the performance in terms of perplexity for sentence generation and F-measure for document summarization. Future investigation for generation of new sentences will be studied in other applications, e.g. natural language generation and composition for dialogue with different styles.
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