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Abstract

The orca activity detection is a challenging task that prevails in underwater acoustics. Signal level discrimination of orca activity to that of noise signal is minimum, hence a topic of interest. The orca activity detection is a subtask of Computational Paralinguistics Challenge (ComParE) 2019. In this work, we study a few novel acoustic cues based on phase and long-term information to capture the artifacts from signal to detect orca activity. The phase of signal possesses definite signal characteristics which is completely random in case of noise signal. In this regard, we investigate instantaneous phase as an artifact for orca activity detection. Additionally, we believe that the long-term features can be more helpful to detect such artifacts than the conventional short-term acoustic features. We explore these two directions along with the state-of-the-art baselines on ComParE functionals, bag-of-audio-words and auDeep features for ComParE 2019. The studies reveal that the instantaneous phase as a single feature can perform better than the fusion of three baselines given as a benchmark for the challenge. Further, we perform a score level fusion of the acoustic features and the three baselines that further enhances the performance.

Index Terms: orca activity, ComParE 2019, paralinguistics, instantaneous phase, long-term features, ecosystem monitoring

1. Introduction

The orcas or killer whales belong to oceanic dolphin family that have a diverse diet unlike the other marine mammals [1]. They are predators and attack whale calves as well as adult whales. As a cosmopolitan species, they are found across different parts of the world in all the oceans. Due to the threat associated with them, it is very necessary to detect their activity for ecosystem monitoring. The orcas have vocal behavior and therefore their detection is studied as a topic of underwater acoustics [2].

The prior works in this direction include collection of different whale sounds and measuring correlation among them [3]. It is followed by the use of matched filters to detect orca activity [4]. There are also studies related to displacement of orcas by high amplitude sounds after their detection [5]. The authors of [6] studied sound types of whales for passive acoustic monitoring. Further, the source levels of their sounds are investigated in [7]. To summarize, all these studies depict that detection of orca activity is important for ecosystem monitoring and a very challenging task.

The Computational Paralinguistics Challenge (ComParE)\(^1\) is a series of challenges that focuses on promoting novel explorations for different paralinguistics studies [8]. It has been more than a decade since the first edition of ComParE [9]. The explorations in paralinguistics have witnessed breakthrough in the recent years that has advanced the state-of-the-art for different studies [10, 11]. The current ComParE 2019 challenge contains four subtasks, one of which is orca activity detection [12]. This paper reports our participation in orca activity detection of the ComParE 2019.

The ComParE 2019 organizers have provided three strong baselines with the state-of-the-art techniques for all the four subtasks. These include ComParE functional feature set, bag-of-audio-words (BoAW) and auDeep feature based systems using support vector machine (SVM) classifier [13–16]. In this paper, we are interested in novel acoustic cues for effective orca activity detection. The instantaneous phase of a signal captures long range information, which is found to be useful for many signal classification tasks [17]. Similarly, long-term transform based features can capture artifacts more effectively than short-term features in detection tasks [18–20]. We believe that phase and long-term information of a signal are informative acoustic cues for orca activity detection.

We have built two systems using these novel acoustic cues from instantaneous phase and long-term features to investigate their significance for orca activity detection. Another contrast system with widely popular mel frequency cepstral coefficient (MFCC) feature is also developed for comparison [21]. Further, we perform a score level fusion of our systems and the three baseline systems for the challenge submission.

The remainder of the paper is organized as follows. Section 2 describes the different novel acoustic features explored for orca activity detection. In Section 3, the details of experiments are described. The results and discussion are presented in Section 4. Finally, Section 5 concludes the discussion.

2. Acoustic Cues for Orca Activity

In this section, we discuss few novel acoustic cues for detection of orca activity. These cues are derived using phase and long-term signal information. Next, we discuss them in detail.

2.1. Instantaneous Phase Feature

The phase of signal contains definite characteristics which can be represented in different ways [22]. One such direction is instantaneous frequency cosine coefficient (IFCC) feature that can be obtained from analytic phase of a signal. It has been explored for speech signals previously [17]. The instantaneous frequency is obtained with the help of Fourier transform properties in order to avoid the problem of phase warping. Given a signal, the instantaneous frequency \(\theta[n]\) in discrete-time can be obtained as follows:

\[
\theta[n] = \frac{2\pi}{N} Re \left\{ \frac{F^{-1}_d k Z[k]}{F^{-1}_d Z[k]} \right\}
\]

where \(k = 1, 2, \ldots, K\) is the frequency bin index, \(N\) is the length of the narrowband signal, \(F^{-1}_d\) stands for inverse dis-
crete Fourier transform and $Z[k]$ is the discrete Fourier transform of the analytic signal $z[n]$, obtained from the narrowband component of given signal [17, 23]. The IF components are then used for compact representations as IFCC features by applying discrete cosine transform (DCT). The phase features thus derived carry long range information that have been previously investigated successfully for speaker and language recognition [17, 24]. It is to be noted that short-term processing is only performed at the end to have features in terms of frames. The IFCC features contain signal characteristics that are complementary to many other acoustic features obtained from magnitude spectrum of a signal and are useful in fusion [17]. Recently, they have been also investigated successfully for detection of spoofing attacks for speech signals [25, 26].

2.2. Long-term CQT Feature

The constant-Q transform (CQT) is a long-term window transform that is introduced in [27, 28]. The conventional short-term features are extracted from a window of tens of millisecond. Such short-term features may not describe well discriminative information of orca activity that is possibly over a larger time span. The CQT has higher frequency resolution for lower frequencies, but a higher temporal resolution for higher frequencies unlike the Fourier transform approaches. Additionally, the center frequencies of each filter and the octaves are geometrically distributed for long-term CQT [19]. This nature of CQT is used to derive constant-Q cepstral coefficient (CQCC) features that are very effective for spoofing attack detection [18, 19, 29]. We believe that the artifacts captured from CQCC features over a long-term window would be useful for orca activity detection.

The CQCC features are obtained after uniform resampling applied to CQT domain based log power spectrum followed by DCT. Given a signal $x(n)$, the long-term transform CQT $Y(k, n)$ is computed as

$$Y(k, n) = \sum_{j=n\leftarrow \lfloor Nk/2 \right\rfloor}^{n+\lfloor Nk/2 \rceil} x(j) a_k^*(j - n - \frac{N_k}{2})$$

where $k = 1, 2, \ldots, K$ is the frequency bin index, $N_k$ are the variable window lengths, $a_k^*(n)$ denotes the complex conjugate of $a_k(n)$, and $\lfloor \cdot \rceil$ denotes rounding towards negative infinity. The basic functions $a_k(n)$ are complex-valued time-frequency atoms and are defined by [18, 19].

Figure 1 is an example of orca activity and noise signal taken from ComParE 2019 orca activity database along with their spectrogram and pyknogram. It is observed that it is difficult to discriminate the two at original signal level. The spectrograms of the two categories show some differences between the two signals. Some continuous energy trajectories are observed in case of orca signal, not in noise signal. Further, on observing the pyknogram that indicates the phase information, the discrimination is even more between the two signals in terms of different frequency bands. Therefore, we believe that the acoustic features capturing phase and long-term information can be useful for detection of orca activity.

3. Experiments

This section details the experiments conducted for orca activity detection task of ComParE 2019. The corpus details and experimental setup are discussed here.
Table 1: Summary of the corpus for orca activity detection task of ComParE 2019.

<table>
<thead>
<tr>
<th>Class</th>
<th>Train</th>
<th>Dev</th>
<th>Test</th>
<th># Utterances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noise</td>
<td>3,766</td>
<td>2,795</td>
<td>blinded</td>
<td>13,409</td>
</tr>
<tr>
<td>Orca</td>
<td>1,057</td>
<td>720</td>
<td>blinded</td>
<td>5,071</td>
</tr>
<tr>
<td>Total</td>
<td>4,823</td>
<td>3,515</td>
<td>blinded</td>
<td>13,409</td>
</tr>
</tbody>
</table>

3.1. Database

The studies for orca activity detection are performed on database released as a part of ComParE 2019 [12]. The corpus is a subset of DeepAL Fieldwork Data that is collected on a 15 meter research trimaran in Northern British Columbia. The underwater sounds thus collected are digitized and stored. This data is then annotated for orca activity. The ComParE 2019 dataset for orca activity comprises of 4.6 hours of data with orca and noise examples that are sampled at 44.1 kHz.

The corpus has three sets, namely, train, development and test. The labels of orca and noise are given for train and development set. However, the labels of test samples are blinded at the time of the evaluation. The train and development set are to be used for novel explorations to benchmark against the baseline to validate the results, which is to be applied on the test set. Further, the train and development sets can be combined to learn the models for each class that is used for test studies. Table 1 shows the details of corpus for orca activity detection task of ComParE 2019. The area under the receiver operating characteristic curve (AUC) is used as a metric to report the results for the challenge [12].

3.2. Experimental Setup

The organizers of ComParE 2019 have provided three state-of-the-art baseline systems for all the subtasks. Similar to the past few editions of the challenge, ComParE functional feature based system is the official baseline of ComParE 2019 [13]. This feature set includes 6373 suprasegmental features computed using different low-level-descriptor (LLD) contours [13]. The openSMILE toolkit is used to extract these features [30, 31]. Another baseline with BoAW features that are derived by applying functionals to the acoustic LLDs is also provided. The BoAW features on LLDs are extracted with openXBoW toolkit [14]. Codebooks are used to quantize the audio chunks as histograms of acoustic LLDs as mentioned in [12].

Apart from these novel acoustic cues, we also consider MFCC features that are widely popular in the field of speech and acoustics [21]. The 90-dimensional MFCC features extracted for every short-term processed frame of 20 ms with a shift of 10 ms. We consider 90-dimensional (30-static+30-Δ+30-ΔΔ) feature vectors for every frame of a given signal. For CQT based long-term feature, we follow the parameters given in [18] to extract the CQCC features. Similar to the IFCC features, we derive 90-dimensional CQCC features after applying DCT. We note that there is no normalization performed for both IFCC and CQCC features in our studies.

Table 2: Baseline results in terms of AUC with ComParE Functionals, ComParE BoAW and auDeep features for orca activity detection task of ComParE 2019. A comparative analysis of the three systems with different parameters that include C: Complexity parameter of the SVM, N: Codebook size for BoAW, X: Power levels clipped below threshold. The three best baseline results are shown with numbers in bold face fonts. [12]

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Development</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>ComParE Functionals + SVM</td>
<td></td>
</tr>
<tr>
<td>10^{-2}</td>
<td>0.680</td>
<td>0.759</td>
</tr>
<tr>
<td>10^{-4}</td>
<td>0.767</td>
<td>0.841</td>
</tr>
<tr>
<td>10^{-3}</td>
<td>0.810</td>
<td>0.866</td>
</tr>
<tr>
<td>10^{-2}</td>
<td>0.795</td>
<td>0.855</td>
</tr>
<tr>
<td>10^{-1}</td>
<td>0.767</td>
<td>0.826</td>
</tr>
<tr>
<td>10^{-0}</td>
<td>0.754</td>
<td>0.806</td>
</tr>
<tr>
<td>N</td>
<td>ComParE BoAW + SVM</td>
<td></td>
</tr>
<tr>
<td>125</td>
<td>0.772</td>
<td>0.815</td>
</tr>
<tr>
<td>250</td>
<td>0.763</td>
<td>0.822</td>
</tr>
<tr>
<td>500</td>
<td>0.762</td>
<td>0.831</td>
</tr>
<tr>
<td>1000</td>
<td>0.770</td>
<td>0.823</td>
</tr>
<tr>
<td>2000</td>
<td>0.771</td>
<td>0.836</td>
</tr>
<tr>
<td>X dB</td>
<td>auDeep + SVM</td>
<td></td>
</tr>
<tr>
<td>-40</td>
<td>0.714</td>
<td>0.772</td>
</tr>
<tr>
<td>-50</td>
<td>0.700</td>
<td>0.781</td>
</tr>
<tr>
<td>-60</td>
<td>0.730</td>
<td>0.776</td>
</tr>
<tr>
<td>-70</td>
<td>0.712</td>
<td>0.774</td>
</tr>
<tr>
<td>fused</td>
<td>0.740</td>
<td>0.798</td>
</tr>
<tr>
<td>Method</td>
<td>Given Fusion Baseline</td>
<td></td>
</tr>
<tr>
<td>Majority Vote 3 Best</td>
<td>-</td>
<td>0.866</td>
</tr>
</tbody>
</table>

The IFCC features explored in this work are extracted for every short-term processed frame of 20 ms with a shift of 10 ms. We consider 90-dimensional (30-static+30-Δ+30-ΔΔ) feature vectors for every frame of a given signal. For CQT based long-term feature, we follow the parameters given in [18] to extract the CQCC features. Similar to the IFCC features, we derive 90-dimensional CQCC features after applying DCT. We note that there is no normalization performed for both IFCC and CQCC features in our studies.

Apart from these novel acoustic cues, we also consider MFCC features that are widely popular in the field of speech and acoustics [21]. The 90-dimensional MFCC features extracted for every short-term processed frame of 20 ms with a shift of 10 ms. They are used for a contrast system development to compare with the other two acoustic features discussed in this work. We use Gaussian mixture model (GMM) for building two separate models for orca and noise with each acoustic feature set [32]. Given a test signal, its likelihood is computed with respect to both the models to find the log-likelihood ratio score. The threshold for classification is computed on the development set, which is applied on the test set for orca and noise classification. Further, we note that min-max normalization is performed on the likelihood scores to range them between 0 to 1 as per the required format of the challenge.

It is a general trend that the fusion of multiple systems having complementary information leads to improved performance. Therefore, we carry out fusion of multiple systems discussed in this work. The Bosaris toolkit is used for performing score level fusion of the systems [33]. The parameters for fusion of different systems are learned on the development set and then applied on the blinded test set.

4https://www.audeering.com/opensmile/
5https://github.com/openXBOW/openXBOw
6https://github.com/auDeep/auDeep
7https://sites.google.com/site/bosaristoolkit/
Table 3: A comparison of the performance in terms of AUC among single acoustic feature systems, the majority voting fusion of 3 best baseline systems (benchmark baseline), the score level fusion of the single acoustic feature systems, the score level fusion of the 3 best baseline systems, and the score level fusion of all the systems.

<table>
<thead>
<tr>
<th>Acoustic Feature</th>
<th>Dev</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>IFCC</td>
<td>0.850</td>
<td>0.869</td>
</tr>
<tr>
<td>CQCC</td>
<td>0.807</td>
<td>0.832</td>
</tr>
<tr>
<td>MFCC</td>
<td>0.798</td>
<td>-</td>
</tr>
</tbody>
</table>

| Majority Voting Fusion | 3 Best Baseline [12] | - | 0.866 |

<table>
<thead>
<tr>
<th>Score Level Fusion</th>
<th>Acoustic Features</th>
<th>0.854</th>
<th>-</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 Best Baseline</td>
<td>0.820</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>0.871</td>
<td>0.889</td>
<td></td>
</tr>
</tbody>
</table>

4. Results and Analysis

The three baselines for ComParE 2019 are first built as per the experimental setup explained in the previous section. Table 2 summarizes the results of the three baseline systems with ComParE functionals, BoA W and auDeep features. The results belonging to test set are quoted from [12] as the test set examples are blinded. The numbers in bold fonts show the best results obtained for each system by varying different parameters for respective system. The three best systems with their configurations are considered to use them later for fusion. We consider the three baselines as the reference systems and their given fusion with majority voting from the organizers as the benchmark for the studies.

The acoustic features IFCC, CQCC and MFCC are then evaluated for the studies. Table 3 shows the results of the three acoustic features. It is observed that the IFCC features perform very well on the development and test set. Although, it is a single feature, it outperforms the three baselines as well as their given fusion. The improvement is more evident on the development set. This indicates the importance of instantaneous phase information for orca activity detection. On observing the performance of long-term transform based CQCC feature, we find that it performs better than BoA W and auDeep feature based systems on the development set. In addition, its result on test set is less than the given fusion system benchmark, however close to BoA W system.

As discussed earlier, we considered MFCC based short-term features to develop a contrast system. Table 3 shows the performance of MFCC feature is poorer than the other two acoustic features. This suggests that the instantaneous phase and long-term window transform features are more useful to detect orca activity. We then focus on the fusion at score level of multiple systems.

First we perform score level fusion of the three acoustic features followed by another fusion of three baselines at the score level. Table 3 shows the fusion of the three acoustic features as well as three baseline helps to achieve a better performance. Further, we note that the fusion of the three acoustic feature beats the fusion of three best baselines by a large margin on the development set. The ComParE 2019 only allows for 5 score submissions for blinded test set. Therefore, we could not explore all possible fusion combinations. Finally, we perform the fusion of the three best baselines and the acoustic features that further enhances the results. On the test set, we outperform the benchmark baseline provided by the organizers with 2.3% absolute improvement. This depicts the importance of acoustic cues from instantaneous phase and long-term features for orca activity detection.

Figure 2 shows the receiver operating characteristic (ROC) curves for different systems and their fusion on the development set. The area under ROC, i.e., AUC is used as metric to report the performance in Table 2 and Table 3. It is clearly visible from Figure 2 that the IFCC features perform better than all other individual systems that validates the idea of phase information for orca activity detection. The fusion of all the systems achieves a significant improvement over the three baselines as well as their fusion that is evident from Figure 2.

5. Conclusions

This work focuses on a few novel explorations on acoustic cues to detect orca activity as a part of ComParE 2019. We explore instantaneous phase features and long-term features derived from CQT for orca activity detection. The instantaneous phase features are found to carry definite characteristics of orca activity and work better than the baseline systems as well as their benchmark fusion result given by the organizers of ComParE 2019. Further, the CQT based long-term CQCC features show their capability for the detection task. Finally, we performed a score level fusion of the systems based on the acoustic features and the three best baselines that shows an improved detection of orca activity.
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