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Abstract

Currently, most popular methods of Audio Event Recognition (AER) firstly split audio event signals into multiple short segments, then the features of these segments are pooled for recognition. However, the temporal features between segments, which highly affect the semantic representation of signals, are usually discarded in the above pooling step. Thus, how to introduce the temporal features to the pooling step requires further investigation. Unfortunately, on the one hand, only a few studies have been conducted towards solving this problem so far. On the other hand, the effective temporal features should not only capture the temporal dynamics but also have the signal reconstruction ability, while most of the above studies mainly focus on the former but ignore the latter. In addition, the effective features of high-dimensional original signals usually inhabit a low-dimensional subspace. Therefore, we propose two novel pooling based methods which try to consider both the temporal dynamics and signal reconstruction ability of temporal features in the low-dimensional subspace. The proposed methods are evaluated on the AudioEvent database, and experimental results show that our methods can outperform most of the typical methods.
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1. Introduction

The task of attributing a semantic label to a specific audio event signal is commonly referred as Audio Event Recognition (AER) [1]. One important issue in AER is to extract temporal features of time-sensitive signals. However, most of conventional methods [2–6] are designed to extract features (e.g., Mel-Frequency Cepstral Coefficients (MFCCs) [3–6]) for each single frame which is too short to contain temporal characteristics of real-life signals. Generally, temporal features should be captured based on multiple frames (i.e., a segment of signals).

To obtain segment-level features, pooling methods, which can aggregate the features of multiple segments, become widely used in AER. As a typical kind of these methods, Bag-of-Audio-Words (BoAW)-based methods [7–10] are studied for describing segments by histograms. Besides, another kind of pooling methods, which can compute the maximum or average of segments, is often adopted by most of Deep Neural Networks (DNN)-based methods [11–14], such as Convolutional Neural Networks (CNN)-, Convolutional Long Short-Term Memory (ConvLSTM)-based methods, etc. Although these existing pooling methods can achieve fairly good performance, they usually discard the temporal features between segments which highly affect the semantic representation of signals. Since the above semantic representation highly affects the performance of AER, it is necessary to further explore a new pooling method which can capture the temporal features between segments.

To this end, a Rank Pooling (RP) method is studied for capturing temporal dynamics between segments which is a vital part of the temporal features [15]. However, since the temporal features should not only capture the temporal dynamics but also have the signal reconstruction ability, the RP which ignores the latter is inadequate for effectively representing the temporal features. To address this issue, a variant of the BoAW is further designed to consider the signal reconstruction ability before capturing temporal dynamics with the RP [15]. However, these two vital parts of the temporal features are considered independently which reduce the completeness of the temporal features. Thus, it is necessary to jointly consider these two parts.

In this paper, two efficient pooling methods are proposed to capture the temporal features between segments, which are shown in Figure 1. The main idea of these methods is to effectively consider both the temporal dynamics and signal reconstruction ability of the temporal features. Since the effective features of high-dimension original signals usually inhabit a low-dimensional subspace [16], we try to extract the temporal features in the low-dimensional subspace.

The main contributions of this paper are summarized as: First, we propose a new pooling strategy for effectively extracting the temporal features by learning a low-dimensional subspace. Second, we first introduce the signal reconstruction ability of the temporal features to the pooling methods by mini-
nomizing the reconstruction error scheme. Third, we propose two efficient solutions for our proposed methods respectively.

2. Proposed Methods

2.1. Subspace Pooling method

The main purpose of this paper is to design new pooling methods which can extract temporal features between segments. And we hope that they can be realized by learning a low-dimensional subspace which perfectly encodes two parts of the temporal features, i.e., the temporal dynamics and signal reconstruction ability. In order to clearly describe our proposed pooling methods which focus on these two vital parts, the joint learning process of the low-dimension subspace will be given next, which firstly considers the signal reconstruction ability and then captures the temporal dynamics.

First, for considering the signal reconstruction ability, one of the most widely adopted way for learning a subspace is to use the reconstruction error minimization scheme. More specifically, the subspace can be learned by minimizing the reconstruction error between the original signal and corresponding orthogonal projections [17], and its basis is:

\[ \mathbf{u}^* = \arg \min_u \| \mathbf{X} - \mathbf{u}(\mathbf{u}^T \mathbf{u})^{-1} \mathbf{u}^T \mathbf{X} \|^2_F \]  

where \( \mathbf{X} = [\mathbf{x}_1, \ldots, \mathbf{x}_N] \in \mathbb{R}^{D \times N} \) is a feature matrix for a randomly selected signal which contains \( N \) segments, and \( \mathbf{x}_i \in \mathbb{R}^D \) is \( D \)-dimensional segment-level features for a segment; \( \mathbf{u} \in \mathbb{R}^{D \times d} \) is the basis of a \( d \)-dimensional subspace \( \mathcal{S} \); \( \| \cdot \|^2_F \) is the Frobenius norm [18]. And how to extract these segment-level features will be described in section 3. Furthermore, for a signal which is composed by multiple segments, a pooling method always can aggregate these segment-level features into a single signal-level features. Inspired by this idea, we reduce the dimension of subspace \( \mathcal{S} \) to one and reformulate (1) as:

\[ \mathbf{u}^* = \arg \min_u \| \mathbf{X} - \mathbf{u}u^T \mathbf{X} \|^2_F \]  

Clearly that the signal reconstruction ability is well ensured in the one-dimensional subspace learned by (2), but how to further capture the temporal dynamics requires more investigation.

Then, to this end, we reconsider the target of (2), i.e., reconstructing \( \mathbf{x}_1, \ldots, \mathbf{x}_N \) from the corresponding orthogonal projections \( \mathbf{u}u^T \mathbf{x}_1, \ldots, \mathbf{u}u^T \mathbf{x}_N \). And each orthogonal projection \( \mathbf{u}u^T \mathbf{x} \), can be regarded as scaling the basis \( \mathbf{u} \) by projection coefficients \( \mathbf{u}^T \mathbf{x} \). It is easy to find that in the orthogonal projections, the basis \( \mathbf{u} \) maintains unchanged during the evolution of \( N \) segments and the projection coefficients \( \mathbf{u}^T \mathbf{x}_1, \ldots, \mathbf{u}^T \mathbf{x}_N \) vary significantly from one segment to another. Thus, it is reasonable to consider that the temporal dynamics between \( N \) segments can be reflected by the projection coefficients. In addition, the evolution of \( N \) segments can also be described by the principle component of \( \mathbf{X} \) which can be calculated by Singular Value Decomposition (SVD) [19]. Therefore, one way to learn the one-dimensional subspace, which can further capture the temporal dynamics, is to build connections between the projection coefficients and principle components of \( \mathbf{X} \).

In detail, \( \mathbf{X} \) is decomposed via truncated SVD into three parts as:

\[ \mathbf{X} = \mathbf{A} \Sigma \mathbf{B}^T \]  

where \( \mathbf{A} \in \mathbb{R}^{D \times d} \) contains left-singular vectors of \( \mathbf{X} \), \( \mathbf{B}^T \in \mathbb{R}^{d \times T} \) includes right-singular vectors and \( \Sigma \) is made of singular values. Since the vectors in \( \mathbf{B}^T \) can reflect the temporal evolution of \( \mathbf{X} \), thus, the projection coefficients \( \mathbf{u}^T \mathbf{X} \) should satisfy:

\[ \mathbf{u}^T \mathbf{X} = \mathbf{B}^T \]  

Finally, the basis \( \mathbf{u} \) can be derived as:

\[ \mathbf{u} = \text{pinv}((\mathbf{X})^T \mathbf{B}) \]  

where \( \text{pinv}() \) is the Moore-Penrose pseudo-inverse [20].

We name the above method as Subspace Pooling (SP). In the SP, the projection coefficients are required to reflect the temporal dynamics which is a vital part of temporal features. And since the temporal features highly affects the performance of AER, thus, it is necessary to further investigate the above coefficients for getting more effective temporal features.

2.2. Non-negative Sparse Subspace Pooling method

The projection coefficients \( \mathbf{u}^T \mathbf{X} \) can also be regarded as linear combinations between the basis \( \mathbf{u} \) and different feature dimensions of \( \mathbf{X} \). And the combination coefficients, i.e., \( \mathbf{u} \), indicate how necessary of each dimension for keeping the effective temporal features. Thus, if there exist irrelevant dimensions in \( \mathbf{X} \), \( \mathbf{u} \) has to discard them for robust recognition. To this end, a sparse constraint is employed on \( \mathbf{u} \). In addition, on the one hand, the influence of relative dimensions should be enlarged. On the other hand, since the basis \( \mathbf{u} \in \mathbb{R}^{D \times d} \) is composed of multiple elements \( u_i (i = 1, \ldots, d) \). Thus, each projection of \( \mathbf{x}_i \) onto \( \mathbf{u}_i \) is a representation of one part in original \( \mathbf{x}_i \). And the additive combinations of \( d \) parts is not only a reasonable way but also a guarantee of reconstructing \( \mathbf{x}_i \). Hence, a non-negative constraint should be further employed on \( \mathbf{u} \). By introducing the sparse and non-negative constraints to the SP, its objective function can be reformulated as:

\[ \mathbf{u}^* = \arg \min_u \| \mathbf{X} - \mathbf{uu}^T \mathbf{X} \|^2_F + \lambda \| \mathbf{u} \|_1 \]  

s.t. \( \mathbf{u} \geq 0 \)  

where \( \lambda \) is a parameter to control the effect of the sparse constraint and \( \| \cdot \|_1 \) is the \( \ell_1 \) norm [18].

We name the above method as Non-negative Sparse Subspace Pooling (NSSP). Although our NSSP provides several advantages, it leads to a more difficult optimization problem with constraints. Hence, it is necessary to give an efficient method to optimize the NSSP.

To this end, an alternating direction optimization scheme is also proposed. It first introduces auxiliary variables (i.e., \( \mathbf{z}, \mathbf{h} \) in this case) to make the optimization of (6) separable, which can be formulated as:

\[ \min \| \mathbf{X} - \mathbf{uz} \|^2_F + \lambda \| \mathbf{h} \|_1 \]  

s.t. \( \mathbf{u}^T \mathbf{X} - \mathbf{z} = 0, \mathbf{u} - \mathbf{h} = 0, \mathbf{h} \geq 0 \)  

Then the augmented Lagrangian function [21] of (7) is:

\[ L_{\rho}(\mathbf{u}, \mathbf{z}, \mathbf{h}, \mathbf{y}_1, \mathbf{y}_2) = \| \mathbf{X} - \mathbf{uz} \|^2_F + \lambda \| \mathbf{h} \|_1 + \frac{\rho}{2} \| \mathbf{u}^T \mathbf{X} - \mathbf{z} + \frac{\mathbf{y}_1}{\rho} \|_2^2 \]  

\[ + \frac{\rho}{2} \| \mathbf{u} - \mathbf{h} + \frac{\mathbf{y}_2}{\rho} \|_2^2 - \frac{1}{2\rho} \| \mathbf{y}_1 \|_2^2 - \| \mathbf{y}_2 \|_2^2 \]  

where \( \mathbf{y}_1, \mathbf{y}_2 \) are Lagrange multipliers, \( \rho \) is a penalty parameter and \( \| \cdot \|_2 \) is the \( \ell_2 \) norm [18]. The (8) can be iteratively
optimized as three subproblems with respect to $u$, $z$ and $h$ respectively.

1) The subproblem for updating variable $u$ with fixed variables $z$ and $h$ is:

$$u^{k+1} = \arg \min_u \|X - u z^k\|^2_F + \frac{\rho}{2} \left( \|u^T X - z^k + \frac{y^k}{\rho_k}\|^2_2 + \|u - h^k + \frac{y^k}{\rho_k}\|^2_2 \right)$$

where, $k$ is the index of iteration. Then, (9) is reformulated by replacing the original quadratic term with a first order approximation and a proximal term [21] as:

$$u^{k+1} = \arg \min_u \|X - u z^k\|^2_F + \left( \langle \nabla_u \Psi(u, z^k, h^k, y^k_1, y^k_2, \rho_k), u - u^k \rangle \right) + \frac{\eta \rho_k}{2} \|u - u^k\|^2_2$$

where $\eta > 0$, $\nabla_u \Psi$ is the partial derivatives of function $\Psi$ with respect to variable $u^k$ and $(\cdot, \cdot)$ is the inner product. More specifically, the function $\Psi$ is defined as:

$$\Psi(u, z, h, y_1, y_2, \rho_k) = \frac{\rho}{2} \|u^T X - z - \frac{y_1^k}{\rho_k}\|^2_2 + \|u - h - \frac{y_2^k}{\rho_k}\|^2_2$$

By setting the derivatives of (11) with respect to $u$ to zeros, the update scheme for variable $u$ can be derived as:

$$u^{k+1} = \frac{\eta \rho_k}{2} \frac{(\eta - 1)u^k + h^k - y_2^k}{2\eta + \eta \rho_k} = \frac{\eta \rho_k}{2} \frac{(2 + \rho_k)X^T(z^k) - \rho_k XX^T u^k - X(y_1^k)^T}{2\eta X^T(z^k) + \eta \rho_k}$$

2) The subproblem for updating variable $z$ with fixed variables $u$ and $h$ is:

$$z^{k+1} = \arg \min_z \|X - u^{k+1} z\|^2_F + \frac{\rho_k}{2} \|u^{k+1} z - y_1^k\|^2_2$$

By setting the derivatives of (13) with respect to $z$ to zeros, the update scheme for $z$ is:

$$z^{k+1} = \frac{(2 + \rho_k)(u^{k+1} z + \frac{y_1^k}{\rho_k})}{2(u^{k+1} z + \frac{y_1^k}{\rho_k}) + \rho_k}$$

3) The subproblem for updating variable $h$ with fixed variables $u$ and $z$ is:

$$h^{k+1} = \arg \min_h \lambda \|h\|_1 + \frac{\rho_k}{2} \|u^{k+1} z - h + \frac{y_2^k}{\rho_k}\|^2_2$$

The (15) can be efficiently solved by shrinkage [22]. And a closed-form solution for the $i$-th element of variable $h$ is derived as:

$$h_i^{k+1} = \max(S_{\frac{\lambda}{\rho_k}} u_i^{k+1} + \frac{y_{2_i}^k}{\rho_k}, 0)$$

where $u_i^{k+1}$ is the $i$-th element in vector $u^{k+1}$, $(\frac{y_{2_i}^k}{\rho_k})$ is the $i$-th element in lagrange multiplier vector $y_{2_i}^k$. And $S_{\lambda}(m)$ is the shrinkage operator which is defined as:

$$S_{\lambda}(m) = \begin{cases} m - \epsilon & \text{if } m > \epsilon \\ m + \epsilon & \text{if } m < -\epsilon \\ 0 & \text{otherwise} \end{cases}$$

**Algorithm 1 Optimizing scheme for the NSSP**

**Input:** audio event signal $X \in \mathbb{R}^{D \times T}$, sparsity parameter $\lambda$.

**Output:** an optimal solution set ($u^*, z^*, h^*$).

1. **Initialization:** $u_0 = z_0 = h_0 = y_1^0 = y_2^0 = 0$, $\epsilon_1 = 10^{-4}$, $\epsilon_2 = 10^{-4}$, $c_0 = 1.0, \rho_0 = \min(D, T) \times 42, \rho_{max} = 10^{10}, \eta = 1.02 \times \|X\|^2_F$, $k = 0$.
2. **While** $\|\langle u^{k+1} \rangle^T X - z^k\|^2_F / \|X\|^2_F \geq \epsilon_1$ or $\|u^{k+1} - h^k\|^2_2 \geq \epsilon_2$ do
3. Update variable $u^{k+1}$ as (12) given $u^k$, $z^k$, $h^k$, $y_1^k$ and $y_2^k$.
4. Update variable $z^{k+1}$ as (14) given $u^{k+1}$, $h^k$, $y_1^k$ and $y_2^k$.
5. Update variable $h^{k+1}$ as (16), (17) given $u^{k+1}$, $z^{k+1}$, $y_1^k$ and $y_2^k$.
6. Update Lagrange multipliers as follows:

$$y_1^{k+1} = y_1^k + \rho_k(\langle u^{k+1} \rangle^T X - z^k)$$

$$y_2^{k+1} = y_2^k + \rho_k(u^{k+1} h^{k+1} - h^{k+1})$$

7. Update penalty parameter as follows:

$$\rho_{k+1} = \min(\rho_{max}, C \rho_k), \text{ where}$$

$$C = \begin{cases} c_0 & \text{if } \rho_{max} \times \max(\langle \nabla u^{k+1} \rangle^T u^{k+1}, \|u^{k+1}\|^2_2, \|z^{k+1}\|^2_2) \\ 1 & \text{otherwise.} \end{cases}$$

8. Update $k : k = k + 1$.
9. **End while**

Meanwhile, it is also necessary to get Lagrange multipliers $y_1, y_2$ and penalty parameter $\rho$ updated. The scheme for optimizing NSSP is shown in Algorithm 1. And each output $u^*$ of Algorithm 1 is gathered as the input of multiple classifiers. In addition, to fairly compared with the SP, the dimension of $u$ in the NSSP is also set to one.

3. **Performance Evaluation**

3.1. **Database description and Experimental setup**

The AudioEvent database [23] is selected for evaluation. All audio event signals in this database are converted to 16 kHz sampling rate, 16 bits/sample and mono channel. There are 5043 samples in the public part of the database. The samples are in various length and belong to 28 different kinds of audio events. Similar to [24], the database is randomly split into training set (75%) and test set (25%).

To setup the experiments, there are mainly five steps: 1) **frame-level features extraction**, 39-dimensional MFCCs, log-energy and their delta and delta-delta extracted by a 25 ms window and a 10 ms shift size, are adopted; 2) **segment-level features extraction**, the BoA WW is used to describe audio segments. And to extract the BoA WW, K-means [25] clustering is applied to generate a codebook with 2000 centers and the input patch size for the BoA WW is 40; 3) **segment-level features enrichment**, the SVM smooth, $\chi^2$ non-linear mapping and l2 normalization [26] are utilized. More specifically, the expanded coefficients in $\chi^2$ kernel is set to 1 and homogeneity degree is 0.5; 4) **temporal features extraction**, this step is realized by the proposed SP and NSSP whose parameters are shown in Algorithm 1; 5) **classification**, considering the size of our database and the robustness, Support Vector Machine (SVM) [27] with three widely used kernels: $\chi^2$, Radius Bias
Function (RBF) and linear kernel are employed for recognition. The parameters of $\lambda$ are set as aforementioned and the bandwidth of the RBF is set as default in Libsvm toolbox [28]. And other parameters (e.g., the penalty parameter $C$) are selected by 4-folds cross-validation.

### 3.2. Experimental Results and Discussions

Experiments are conducted to compare the proposed methods with other widely used methods in AER. For a fair comparison, some currently pooling methods are chosen to demonstrate the effectiveness of our methods. Furthermore, since DNN-based methods have been proven significant advancements in several tasks including AER, it is also necessary to compare our methods with these DNN-based modern methods.

#### 3.2.1. Comparison with other pooling methods

Since our methods aim at pooling multiple segments of each entire signal into a single vector of temporal features, for a fair comparison, the selected typical pooling methods should also do such pooling. To this end, the BoA W and Rank Pooling (RP) [15] are chosen as baselines. More specifically, one baseline named BoA W all is designed to extract BoA W features for each entire signal, which always discards the temporal features between segments. The other baseline, i.e., the RP-based method, is a pooling method which can preserve partial temporal features between segments and shows good performance on the AudioEvent database [15]. And the SVM with three kernels (SVM$\chi^2$, SVM$_{t}$, SVM$_{b,f}$) in Table 1 is applied for AER. Furthermore, to make a global measurement, the mean value (Mean in Table 1) and standard deviation (Std in Table 1) of every three accuracies on different kernels are also calculated. In addition, as shown in section 2.2 and 2.3, it is not hard to find that the sparsity parameter $\lambda$ may affect the performance of the NSSP. Thus, we further conduct experiments to investigate the influence of $\lambda$ on the NSSP. The experimental results for the BoA W all, RP, SP and NSSP with different sparsity parameter $\lambda$ are shown in Table 1.

<table>
<thead>
<tr>
<th>Methods based on</th>
<th>Param</th>
<th>SVM$\chi^2$</th>
<th>SVM$_{t}$</th>
<th>SVM$_{b,f}$</th>
<th>Mean</th>
<th>Std</th>
</tr>
</thead>
<tbody>
<tr>
<td>BoA W all</td>
<td>$-\lambda$</td>
<td>67.57</td>
<td>67.16</td>
<td>74.34</td>
<td>72.09</td>
<td>4.92</td>
</tr>
<tr>
<td>RP</td>
<td>$-\lambda$</td>
<td>78.38</td>
<td>71.86</td>
<td>67.82</td>
<td>72.69</td>
<td>5.33</td>
</tr>
<tr>
<td>SP</td>
<td>$-\lambda$</td>
<td>80.03</td>
<td>79.37</td>
<td>73.02</td>
<td>77.47</td>
<td>3.87</td>
</tr>
<tr>
<td>SSE</td>
<td>$\lambda=1$</td>
<td>72.17</td>
<td>75.45</td>
<td>71.01</td>
<td>75.09</td>
<td>0.35</td>
</tr>
<tr>
<td>NSSP</td>
<td>$\lambda=10^{-4}$</td>
<td>80.12</td>
<td>79.79</td>
<td>80.86</td>
<td>80.26</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>$\lambda=10^{-2}$</td>
<td>80.36</td>
<td>80.12</td>
<td>80.36</td>
<td>80.28</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>$\lambda=10^{-3}$</td>
<td>78.38</td>
<td>80.03</td>
<td>81.27</td>
<td>79.89</td>
<td>1.45</td>
</tr>
<tr>
<td></td>
<td>$\lambda=10^{-4}$</td>
<td>78.55</td>
<td>80.20</td>
<td>79.95</td>
<td>79.37</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>$\lambda=10^{-5}$</td>
<td>78.05</td>
<td>80.05</td>
<td>79.95</td>
<td>79.34</td>
<td>1.12</td>
</tr>
<tr>
<td></td>
<td>$\lambda=10^{-6}$</td>
<td>78.03</td>
<td>80.03</td>
<td>79.95</td>
<td>79.34</td>
<td>1.13</td>
</tr>
</tbody>
</table>

From Table 1, it is easy to find that:

1) Comparing with the BoA W all, the SP and NSSP achieve higher performance and more robustness. In detail, our methods bring 4.78% and 7.59% mean accuracy improvements over the BoA W all and have much lower standard deviations (i.e., 3.87 and 0.14, respectively) than that of BoA W all (i.e., 4.92). These advancements can be attributed to the positive influence of the effective temporal features.

2) Comparing with the RP, the SP and NSSP show their advances on both mean accuracy and standard deviation. Specifically, the mean accuracies of our methods are absolutely promoted by 4.78% and 7.59% beyond the RP, respectively. Besidess, the standard deviations of the SP and NSSP are much lower than that of the RP (i.e., 5.33). The above advances indicate that for effectively extracting temporal features, our methods are more suitable and robust methods than the RP. These advancements are caused by jointly considering the signal reconstruction ability and temporal dynamics which is important for discrimination and robustness of AER.

3) In Table 1, the proposed NSSP achieves the best mean accuracy (i.e., 80.28%) and highest performance (i.e., 81.27% when classified by the SVM$_{b,f}$). Moreover, it shows extremely robust to all three classifiers with the best standard derivative equals to 0.14. Also, comparing with the SP, the NSSP further absolutely boosts the mean accuracy by 2.81%. This confirms that the two constraints introduced by NSSP are reasonable and meaningful for AER.

4) The sparsity parameter $\lambda$ has substantial effect on the NSSP. When $\lambda$ is set to a relative large value (e.g., $\lambda=1$), it leads to worse performance. It is mainly caused by discarding too many dimensions to remain sufficient useful information. In addition, there is a trend that the mean accuracy first reaches a peak then gradually decreases when $\lambda$ in a suitable range (e.g., $\lambda$ from $10^{-3}$ to $10^{-4}$). Besides, when $\lambda$ is set to almost zero (e.g., $\lambda=10^{-16}$), it also provides similar performance to the performance achieved by setting $\lambda$ equals to $10^{-2}$. This similarity can be attributed to the inherent sparsity of the BoA W. Moreover, it also proves that the non-negative constraint is quite necessary for the NSSP.

#### 3.2.2. Comparison with modern methods

Our proposed methods are also compared with CNN- and Convolutional LSTM (ConvLSTM)-based methods which both achieve fairly good performances in AER [13, 23]. The experimental results of these comparisons are shown in Table 2. We can find that the SP brings 2.13% and 1.09% absolute improvements compared with CNN- and convLSTM-based methods, respectively. Furthermore, the NSSP further boosts the accuracy over the SP by 1.24%. These comparisons also demonstrate the good performance of our methods.

<table>
<thead>
<tr>
<th>Methods based on</th>
<th>CNN</th>
<th>ConvLSTM</th>
<th>SP</th>
<th>NSSP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance (%)</td>
<td>77.90</td>
<td>78.94</td>
<td>80.03</td>
<td>81.27</td>
</tr>
</tbody>
</table>

### 4. Conclusion

This paper provides a new pooling strategy to effectively extract the temporal features between segments and proposes two efficient pooling methods for AER. The above strategy focuses on considering both temporal dynamics and the signal reconstruction ability of the temporal features by leaning a low-dimensional subspace. And the basis of this subspace is used as an efficient representation for each signal. Moreover, a closeform solution and an alternating direction optimization scheme are also proposed for our proposed methods respectively. Multiple experiments on the AudioEvent database demonstrate the effectiveness of our methods.
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