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Abstract

This paper proposes a fast learning framework for non-parallel many-to-many voice conversion with residual Star Generative Adversarial Networks (StarGAN). In addition to the state-of-the-art StarGAN-VC approach that learns an unreferenced mapping between a group of speakers’ acoustic features for non-parallel many-to-many voice conversion, our method, which we call Res-StarGAN-VC, presents an enhancement by incorporating a residual mapping. The idea is to leverage on the shared linguistic content between source and target features during conversion. The residual mapping is realized by using identity shortcut connections from the input to the output of the generator in Res-StarGAN-VC. Such shortcut connections accelerate the learning process of the network with no increase of parameters and computational complexity. They also help generate high-quality fake samples at the very beginning of the adversarial training. Experiments and subjective evaluations show that the proposed method offers (1) significantly faster convergence in adversarial training and (2) clearer pronunciations and better speaker similarity of converted speech, compared to the StarGAN-VC baseline on both mono-lingual and cross-lingual many-to-many voice conversion tasks.
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1. Introduction

The primary goal of voice conversion (VC) is to convert the voice of a source speaker to that of a target speaker, while having the same linguistic content as the original sample. There are many application scenarios of VC systems, such as speech enhancement [1, 2], speaking-assistance [3, 4], and personalized text-to-speech (TTS) systems [5].

VC may be categorized into mono-lingual or cross-lingual tasks according to whether source and target speakers speak the same language. Parallel data (i.e. both source and target speakers utter the same sentences) may be collected for mono-lingual VC. Many existing effective approaches [6, 7, 8, 9, 10, 11] based on parallel data demonstrated good performance for mono-lingual VC tasks, such as the Gaussian mixture models (GMMs) based methods [6, 7], the neural network (NN) based methods [8, 9] and the non-negative matrix factorization (NMF) based methods [10, 11]. However, parallel data collection is not possible for cross-lingual VC and the requirement of parallel training data greatly limits the usability of the above approaches in practical scenarios.

In the past few years, there has been growing interest in non-parallel VC. The Voice Conversion Challenge 2018 (VCC 2018) has further boosted the development of non-parallel approaches [12]. Especially, the non-parallel system “N10” [13] achieved good results for the non-parallel many-to-many Spoke subtask. However, this system has the following limitations: (1) it depends heavily on large amounts of automatic speech recognition and text-to-speech corpora; (2) it is a many-to-one VC system per se. Each target speaker needs to have its own model trained. The VC frameworks based on conditional variational autoencoders (CVAEs) [14, 15] can work on limited training data, but suffer from over-smoothness problem in the outputs. Generative adversarial networks (GANs) [16] have been considered as powerful framework to alleviate the weakness of the CVAE-based VC framework [17, 18]. GANs consists of two adversarial networks that compete with each other in training: a generator tries to generate new samples to fool a discriminator and the discriminator tries to distinguish the generated samples from the real samples. As an import variant of GANs, StarGAN [19] supports many-to-many domain mapping using a single model. In StarGAN, the generator takes in as inputs both feature and domain information, and learns to flexibly translate the input feature into the corresponding domain. Label of the input feature is used to represent the domain information. Inheriting all advantages of StarGAN, the recent proposed StarGAN-VC [18] supports many-to-many VC tasks trained across different attribute domains of speakers with no requirement of parallel data, and it has demonstrated promising results even with limited training utterances.

While StarGAN-VC provides a promising framework for non-parallel many-to-many VC, the learning process of StarGAN-VC is slow, and the converted audio is of insufficient speech quality. One reason is that StarGAN-VC is to learn a direct unreferenced mapping between a group of speakers’ acoustic features. On non-parallel data, learning such a mapping becomes inefficient since the network learns both conversion of speaker identity and preservation of linguistic content together. Inspired by the deep residual learning framework [20] that uses shortcut connections between network layers to learn referenced residual mappings for easing the optimization of deeper neural networks, we propose to learn a residual mapping leveraged on the shared linguistic content between source and target speakers’ speech during conversion by adding identity shortcut connections straight from the input to the output of the generator. We will demonstrate that the introduction of such shortcut connections not only accelerates the learning process of the network with no increase of parameters and computational complexity but also helps generate high-quality fake samples at the very beginning of the adversarial training. We call our proposed method Res-StarGAN-VC. Experiments and subjective evaluations show that Res-StarGAN-VC offers (1) significantly faster convergence in adversarial training and (2) clearer pronunciations and better speaker similarity of converted speech, compared to the StarGAN-VC baseline, on both mono-lingual and cross-lingual many-to-many VC tasks.

The remainder of this paper is organized as follows. We firstly introduce the StarGAN-VC and then propose our residual...
Let us consider $H$ to approximate $H(x)$ as shown in Fig. 1(a). It consists of a generator $G$, a discriminator $D$, and a classifier $C$. $D$ aims to distinguish between converted and real speech features by probabilities and $C$ is used to classify the converted feature $G(x)$ to the class corresponding to the target attribute $c$. The attribute label $c'$ and $c$ represents the source and target speaker’s attribute in training data, respectively. Depending on the conversion requirements, the attribute label $c'$ and $c$ can comprise one or more categories such as speaker identity, gender and language. Each category consists of two or more classes to divide speakers into different domains. In StarGAN, the classes are represented by using one-hot vectors and the attribute labels are formulated by concatenating all the one-hot vectors.

2.2. The Proposed Residual Learning Framework for VC

For the underlying VC mapping problem described above, if we can hypothesize that a generator $G(x)$ can asymptotically approximate $H(x)$ then it is equivalent to hypothesizing that the generator $G(x)$ can asymptotically approximate the residual mapping $H(x) - x$. Considering the shared linguistic information between $x$ and $y$, rather than directly use the generator $G(x)$ to approximate $H(x)$, we explicitly let the generator approximate $H(x) - x$. Then the mapping $H(x)$ thus becomes $H(x) := G(x) + x$. The formulation of $G(x) + x$ can be realized by a shortcut connection (i.e. an identity mapping) from the input to the output of $G(x)$. We expect that mapping $G(x) := H(x) - x$ is at least as simple as mapping $H(x)$ if not simpler. The identity shortcut connections add neither extra parameter nor computational complexity and the generator can still be trained as usual using stochastic gradient descent (SGD).

The residual learning framework is not new and it has been used by K. He [20] to ease the optimization of deeper neural networks, which leads to the popular residual networks (ResNets). Our residual learning framework to train the generator has no constrain on its network architecture. The generator can still be configured with ResNets and we found the two residual learning frameworks work complementarily. Another related work is the input-to-output highway networks proposed in [9] where the input of a DNN-based model is connected to its output for converting speech parameters. Different from the DNN-based highway networks, we apply the residual learning framework and adversarial training for GAN-based model. During the adversarial training for the generator, the added shortcut connection can bypass its input to its output directly which is likely to provide high quality fake samples from the start of training and drives a fast learning of the discriminator for avoiding more mistakes. This in turn leads to the fact that the generator also need to learn fast to generate better fake samples to fool the discriminator. In consequence, the whole adversarial training is driven efficiently and reaches the equilibrium point quickly.

2.3. The Proposed Res-StarGAN-VC Approach

With the above described residual learning framework, let us consider to train a generator $G$ such that $G(x) + x$ maps source acoustic feature sequence $x$ into target acoustic feature sequence $y$, where $y$ is conditioned on a target attribute label $c$ as illustrated in Fig. 1(b). In another words, our proposed Res-StarGAN-VC trains the generator $G$ to approximate the residual sequences: $G(x, c) → y − x$. The goal of training $G$ is to make the converted feature $G(x) + x$ as realistic as real speech features while preserving the target speaker’s voice characteristics. To achieve this, Res-StarGAN-VC applies a discriminator $D$ to distinguish between converted and real speech features by probabilities and also applies a classifier $C$ to classify the converted feature $G(x)$ to the class corresponding to the target attribute $c$. Compared to the configuration of StarGAN-VC in Fig. 1(a), two shortcut connections are added between the input and the output of the generator $G$ in Res-StarGAN-VC, by which we add the inputs of $G$ to the outputs of $G$. The training losses for Res-StarGAN-VC are described as follows.

**Adversarial Loss:** To train the generator $G$ and the discriminator $D$, we define the adversarial loss as:

$$L_{adv} = E_{x,c'}[\log D(x, c')] + E_{x,c}[\log(1 − D(G(x, c) + x, c))]$$

where $E[\cdot]$ represents expectation operation; $G(x, c)$ represents the residual mapping conditioned on the input $x$ and target...
speaker’s attribute label \( c \); \( c' \) is source speaker’s attribute label. \( G(x, c) + x \) is the converted output for a target speaker with label \( c \). During training, the real target output is not available. We feed \( x \) with its label \( c' \) to \( D \) as real acoustic feature sequence and feed \( G(x, c) + x \) with label \( c \) as fake sample. \( D \) aims to distinguish between \((x, c')\) and \((G(x, c) + x, c)\). In the adversarial training, \( G \) tries to minimize this adversarial loss, while \( D \) tries to maximize it.

**Domain Classification Loss:** The classifier \( C \) is used to optimize \( G \) such that the converted output \( G(x, c) + x \) can be classified to the class corresponding to the target attribute label \( c \). \( C \) is trained by the real sample \((x, c')\) to minimize the following classification loss

\[
L_{cls}^G = E_{x,c'}[- \log G(c' | x)]
\]

where the term \( G(c' | x) \) represents a probability distribution over the attribute label \( c' \). By minimizing this objective, \( C \) learns to classify a real sample \( x \) to its corresponding label \( c' \). When we feed the converted output \( G(x, c) + x \) to \( C \), it produces the following classification loss

\[
L_{cls}^G = E_{x,c}[ - \log G(c | (G(x, c) + x))] 
\]

where \( G \) tries to minimize this loss to achieve high classification accuracy for the target attribute \( c \). StarGAN-VC makes a change from StarGAN that instead of merging \( C \) and \( D \) to the same network it separates \( C \) and \( D \) into different networks. This allows \( C \) to be pretrained. Res-StarGAN-VC follows StarGAN-VC to separate \( C \) and \( D \).

**Reconstruction Loss:** To guarantee that the linguistic content are preserved while converting the speaker acoustic identity during conversion, a cycle consistency loss is also applied to \( G \), which is defined as

\[
L_{rec} = E_{x,c,c'}[||x - (G(G(x, c) + x, c') + (G(x, c) + x))||_1]
\]

\[
= E_{x,c,c'}[||G(G(x, c) + x, c') + G(x, c)||_1]
\]

where \( G \) takes the converted feature \( G(x, c) + x \) and the source attribute label \( c' \) as input and tries to reconstruct the source \( x \). \( L_1 \) norm is adopted for the reconstruction loss. To ensure an identity mapping for the same source and target speaker, the following identity mapping loss is also applied

\[
L_{id} = E_{x,c,c'}[||G(G(x, c', c') + x) - x||_1]
\]

\[
= E_{x,c,c'}[||G(G(x, c', c')||_1]
\]

where \( G(x, c') \) is considered as a zero mapping.

**Full Objective:** The full objective functions of Res-StarGAN-VC can be summarized as follows

\[
L_D = -L_{adv},
\]

\[
L_G = L_{adv} + \lambda_{cls}L_{cls}^G + \lambda_{rec}L_{rec} + \lambda_{id}L_{id},
\]

\[
L_C = L_{cls}^G
\]

where \( \lambda_{cls}, \lambda_{rec}, \) and \( \lambda_{id} \) are hyper-parameters to control the weights of the corresponding losses relative to the adversarial loss. We use \( \lambda_{cls} = 10, \lambda_{rec} = 10, \) and \( \lambda_{id} = 10 \) in our experiments.

3. Experiments

3.1. Experimental Setup

Our Res-StarGAN-VC is implemented similarly as StarGAN-VC described in [18]. In Res-StarGAN-VC, all networks of \( G, D, \) and \( C \) use the same network structures as StarGAN-VC. The acoustic feature sequence is treated as an image of size \( l \times d \) where \( l \) denotes number of speech frames and \( d \) denotes speech feature dimension per frame. The gated 2D CNNs [21] are used to construct \( G, D \) and \( C \). The entire architecture is fully convolutional with no full-connected layers. This allows arbitrary lengths of input sequences during conversion. All parameter settings are kept the same to ensure that Res-StarGAN-VC introduces neither extra parameter nor computational complexity compared to StarGAN-VC.

We conduct two experiments to evaluate our method on non-parallel many-to-many mono-lingual and cross-lingual VC tasks. The first experiment is conducted on mono-lingual VC task and the VCC 2018 dataset [12] is used. In the dataset, there are four source speakers and four target speakers of balanced genders. All speakers are native US English speakers. The training set consists of 81 sentences for each speaker. The evaluation set consists of 35 sentences for each source speaker. All 16 source-target conversion pairs are evaluated. The second experiment is a cross-lingual VC task. In this experiment, we use speech data from 10 English speakers and 10 Mandarin speakers. 7 speakers are from CMU-ARCTIC dataset [22]. The other 3 English speakers and 10 Mandarin speakers are from internal dataset of Alibaba. For all speakers, we randomly select 1100 sentences for training and 130 sentences for test. Both cases of English-to-Mandarin conversion and Mandarin-to-English conversion are evaluated. For each case, 20 sentences are randomly selected for listening test. All the speech signals are resampled at 16kHz/16bit for system training and evaluation.

In our experiments, the acoustic feature sequences are 36 (\( d = 36 \)) mel-cepstral coefficients (MCCs). The MCCs are extracted from spectral envelopes windowed with 25 ms and shifted every 5 ms using WORLD analyzer [23]. The length of each acoustic feature sequence is 512 (\( l = 512 \)) frames. The logarithmic fundamental frequency (log F0) contours were converted using the logarithm Gaussian normalized transformation [24]. The converted MCCs, F0, together with the original aperiodicities (APs) are synthesized to time-domain waveform using WORLD vocoder. All algorithms were implemented using
3.2. Performance Evaluation

3.2.1. Learning Speed

We first compared the learning speed of StarGAN-VC and Res-StarGAN-VC. To evaluate the learning speed, both methods are trained for 350,000 iterations where they both reach convergence states. For each 5,000 iteration interval, we perform the conversions for all the evaluation sets and store the converted MCCs. We use the converted results at 350,000 iterations as the final results for both methods and compute the average squared errors of MCCs between every previous stored results and the final results. The average squared errors over all evaluation sets of the two methods are shown in Fig. 2. The reduction speed of the average squared errors indicates the learning speeds of the methods. From Fig. 2, we can see that Res-StarGAN-VC provides a faster learning speed than StarGAN-VC. Res-StarGAN-VC always provide smaller average squared errors than StarGAN-VC during training process.

3.2.2. Learned Results

Fig. 3 shows plots of mel-spectrograms extracted from waveforms of the audio speech after convergence of training. Fig. 3(a) illustrates plot for speech recording. Fig. 3(b) is the plot for the synthesized speech by StarGAN-VC, which is the un-referenced mapping output of \( G \). Fig. 3(c) is the plot for the synthesized speech by Res-StarGAN-VC, which is the sum of the input of \( G \) and the learned residual by \( G \). Fig. 3(d) is the learned residual signal from \( G \) of Res-StarGAN-VC. We can see that both methods are able to learn well the feature structure. But StarGAN-VC tends to produce more noise distortions on the converted features. The use of input feature in Res-StarGAN-VC effectively alleviates the noise distortions. Compared to Fig. 3(b) where both the speaker’s identity and linguistic information have been learned, Fig. 3(d) shows the generator \( G \) of Res-StarGAN-VC only learns the residual difference between the target speaker’s feature sequence and the source speaker’s feature sequence.

In Fig. 4, we illustratively show that both StarGAN-VC and Res-StarGAN-VC can effectively alleviate the over-smoothing problem occurred in many other VC approaches [9, 14, 15]. Fig. 4(a), (b), and (c) plot pairs of MCCs of the input recording, the output of StarGAN-VC, and the output of Res-StarGAN-VC. From Fig. 4, we can see that both VC approaches are effective to reproduce the characteristics of natural speech.

3.2.3. Subjective Test

The subjective evaluation is used to compare Res-StarGAN-VC with StarGAN-VC on both mono-lingual and cross-lingual VC tasks. Preference AB and ABX tests are conducted to compare their performance in terms of speech quality and speaker similarity. In both tests, 20 sentences are randomly selected for both experiments. 7 experienced listeners are invited to participate in the listening tests. In AB test, the listeners are asked to select ‘A’, ‘B’ or ‘Fair’ based the sound quality of the presented A and B audio. In the ABX test, the target speaker’s speech are used as the reference ‘X’. The listeners are asked to select ‘A’, ‘B’ or ‘Fair’ based the similarity of the presented A and B audio files referenced to ‘X’. The results of the preference tests on sound quality and speaker similarity for both mono-lingual and cross-lingual VCs are shown in Fig. 5. We find that our proposed Res-StarGAN-VC scores higher in both speech quality and speaker similarity. A greater improvement is observed for cross-lingual task compared with the mono-lingual task.

4. Conclusions

This paper presented a fast learning framework using residual Star Generative Adversarial Networks (Res-StarGAN-VC) for the non-parallel many-to-many voice conversion task. Unlike StarGAN-VC which learns an unreferenced mapping, Res-StarGAN-VC learns a residual mapping and dramatically improves the learning speed in the training process. The added identity mapping in Res-StarGAN-VC allows the direct use of the input of the generator for estimating the converted speech feature. Subjective evaluation shows that the sound quality and speaker similarity are improved. Our experimental studies also reveal that Res-StarGAN-VC has potential to be simplified. We will investigate these problems in our future work.
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