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Abstract
In this paper, we propose to detect mismatches between speech and transcriptions using deep neural networks. Although it is generally assumed there are no mismatches in some speech related applications, it is hard to avoid the errors due to one reason or another. Moreover, the use of mismatched data probably leads to performance reduction when training a model. In our work, instead of detecting the errors by computing the distance between manual transcriptions and text strings obtained using a speech recogniser, we view mismatch detection as a classification task and merge speech and transcription features using deep neural networks. To enhance detection ability, we use cross-modal attention mechanism in our approach by learning the relevance between the information learned from speech and transcriptions. We generally consider three types of mismatch. The first type of mismatch is a word spelling error, occurring at character level. The second type is the world-level error caused by word missing, insertion and substitution. The third type occurs at utterance level when mispairing whole utterances and text sequences. In this paper, we focus on tackling the second type of mismatch since this type of mismatch is a common case occurring in manual speech transcriptions and easily leads to performance reduction in some speech related applications. To handle this issue, we view the mismatch detection as a classification task by identifying whether transcriptions contain word deletions, insertions or substitutions.

There have been some studies on tackling word spelling error [7, 8, 9, 10]. In [7], a convolutional neural network was built to correct spelling error using character embeddings. In [8], a word recognition model was trained based on a semi-character level recurrent neural network in order to correct spelling errors by finding links within a word. In [10], Shaona et al. used a model to combine character-level CNN and gated recurrent unit (GRU) encoder along with a word-level GRU attention decoder. In comparison to a word spelling error occurring within a single word, the cause for the second type of mismatch error is complicated. In addition to careless typewriting, in many cases, transcribers might not be able to clearly hear utterances in which voices are corrupted by background noise or there are voice overlaps. In addition, if the transcriber is not a native speaker, the content of the utterance might not be correctly understood. Due to these reasons, the developed methods for the first type of mismatch error might not be very suitable to handle the second case. Some methods [11, 12] tried to handle word level mismatch using language modelling and syntactic parser. In [11], Keisuke et al. designed a dependency parsing scheme to jointly parse a sentence and repair grammatical errors by extending the non-directional transition based formalism. In [12], Park used the whole context to determine proper corrections. However, these methods focused on the application using text only. In [13, 14], Errattah et al. detected errors in recognition output using word confidence value and features learned from word confusion network. In comparison with the first two types of mismatch, although the mismatch between whole utterances and transcriptions can cause worse effect on speech applications, its occurrence is relatively smaller.

In contrast to those previous studies that use text processing or the information from recognition outputs, we use only speech and raw transcriptions, and expect that the developed approach can be also used for some low-resourced languages in addition to those popular ones. For low-resource languages, there might be no well-designed lexicon, pre-collected large amounts of text documents, or even an expert-defined phoneme set. These make the construction of a speech recogniser difficult if there are many mismatched samples in the training data. In our framework, we use long short-term memory (LSTM) [15] to extract features from raw speech and manual transcriptions and combine the information learned from the two modalities for mismatch detection. To further enhance detection ability, we employ cross-modal attention in our model. Attention mechanisms have been successfully used in image processing [16, 17], language processing [18, 19], and speech recognition [20, 21] due to their abilities to selectively emphasize and ignore information with respect to their targets or some application conditions required in related tasks. Cross-modal attention refers to the distribution of attention to information from different modalities [22]. The use of cross-modal attention mechanism in our work aims to provide a way to increase the possibility to highlight the relevance between the information learned from speech and transcriptions.

The rest of our paper is organised as follows: Section 2 presents the framework of our approach; Section 3 describes data and experimental setup. The results and analysis are given in Section 4, and finally a conclusion is drawn in Section 5.
2. Theoretical Framework

Since the information to be processed in our work is from two different modalities, our model not only needs to extract features from each modality, but also to take into account the dependency between them. Figure 1 shows the structure of the proposed models using feature merge (Model_1) and a cross-modal attention mechanism (Model_2), respectively. In this figure, each branch represents a network structure to process information stream from single modality. Before going to fully connected layers connecting to the target, in Model_1, we concatenate the two compact representations learned from each modality. In Model_2, we model the local relevance using a cross-modal attention mechanism to align speech and text features.

2.1. Model with Information Merge (Model_1)

The input of two branches in Figure 1(a) are a whole utterance and word sentence (\( w = [w_1, w_2, \ldots, w_n] \)), respectively. For speech input, speech signals are converted into audio vectors (\( S = [s_1, s_2, \ldots, s_m] \)). For text input, word embedding \( E(w_k) \) with dimension \( d \) are built to convert word sentence into word vector sequences \( W = [E(w_1), E(w_2), \ldots, E(w_n)] \).

Given the input, Model_1 employs a two-layer LSTM. The first layer is to obtain context dependent hidden states \( S^1 \) and \( W^1 \):

\[
S^1_i = LSTM_1(S, i) \quad (1) \\
W^1_j = LSTM_1(W, j) \quad (2)
\]

where \( i \) and \( j \) denote the \( i \)-th token of audio stream and the \( j \)-th token of text sequence, respectively. The second layer is to yield compact representation \( S^2 \) and \( W^2 \):

\[
S^2 = LSTM_2(S^1) \quad (3) \\
W^2 = LSTM_2(W^1) \quad (4)
\]

where \( S^1 \) and \( W^1 \) denote a collection of word vectors and speech vectors, respectively. After using a merge layer, we thus obtain:

\[
V_{ec}(W^2, S^2) = Merge(S^2, W^2) \quad (5)
\]

2.2. Cross-Modal Attention (Model_2)

Comparing with Model_1, an attention layer is added in Model_2 after the data vectors passing the low-level LSTM encoder. In this attention layer, a relevance matrix (\( att \)) is generated by

\[
r_{i,j} = F(S_i, W_j) \quad (6)
\]

where \( F \) denotes a vector dot product and is used to calculate the relevance of any two vectors learned from the two modalities. Once some anomaly cases, such as word deletion, insertion or substitution, occur in transcriptions, it is possible that the change of relevance can be detected with respect to the features learned from the lower layer. To highlight certain features that allow better prediction of the system’s internal state, the relevance matrix is normalised by using softmax along one modality axis, and then is used to weight the feature vectors of the other modality:

\[
\alpha_{ij} = \frac{\exp(r_{ij})}{\sum_{k=1}^{m} \exp(r_{ik})} \quad W'_j = \sum_{i=1}^{n} \beta_{ij} S_i \quad (7)
\]

\[
\beta_{ij} = \frac{\exp(r_{ij})}{\sum_{k=1}^{n} \exp(r_{kj})} \quad S'_i = \sum_{j=1}^{m} \alpha_{ij} W'_j \quad (8)
\]

where \( \alpha \) and \( \beta \) are the weight matrices normalised along speech and text axis, respectively. \( W'_j \) and \( S'_i \) denote the speech output and text output of the attention layer. In order to avoid vanishing gradient problem, we follow the step done by the residual network [21] to concatenate the features learned from previous layer with the output of this attention layer:

\[
V_{ec} = Merge(W'_j, W'_j) \quad (9)
\]

As in our work, anomalies only occur in transcriptions, we only merge the output \( (W'_j) \) of the attention layer with the learned text vectors \( (W_j) \) before going to the latter fully-connected dense layers.

3. Data and Experimental Setup

3.1. Data

To evaluate our approach, we use the dataset of Factored WSJ-CAM0 [24], and its data statistics are summarized in Table 1. This version of the WSJCAM0 corpus [25] has augmented variability in 4 factors: speaker, channel, background and Signal-to-Noise Ratio (SNR). It has been created by the University of
Sheffield for experiments in robustness and factorisation under non-stationary noise conditions [24]. Files are single-channel WAVE format, sampled at 16kHz and with a bit depth of 16 bits. In the dataset, each sentence contains 169 words and 102 letters in average. We make mismatched samples by randomly deleting, inserting, and substituting words in original training and test data. The training data contains 100 samples, randomly selected from \( s_{tr} \). The test data for evaluation contains 331 matched samples and 331 mismatched ones.

<table>
<thead>
<tr>
<th>Set</th>
<th>Description</th>
<th>Speakers</th>
<th>#Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>si_tr</td>
<td>speaker independent training data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>si_de9a</td>
<td>Primary 9K task development set</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 3.2. Experimental Setup

In our experiments, word-level and sentence-level mismatches, namely the second and third types of mismatch as mentioned in Section 1, are detected. For the second type of mismatch, the detection performance are tested in the conditions of different number (\(N \in \{1, 2, 3, 4\}\) of words being randomly deleted, inserted or substituted. For the detection of sentence-level mismatch, some utterances are paired with noncorresponding transcriptions.

In the experiments of sentence-level mismatch detection, three different input representations are used for word embedding generation [26, 27]. The first is pre-trained vector obtained from Word2Vec [28] and the vector dimension is 300. The second is 26 English letters, and the third is 44 phonemes. The maximum number of words in each sentence is set as 50. All utterances are pre-processed and speech signals are converted into 13 dimensional MFCCs.

The proposed models are optimized using Adam [29] with an initial learning rate of 0.0001. The batch size is 64, with half mismatch and half non-mismatch. The number of epoch is set as 100. As mismatch detection is defined as a binary classification task, we use categorical cross-entropy as a loss function and detection accuracy as an evaluation metric.

### 3.3. Baseline

As a comparison, the baseline for mismatch detection is done by computing the edit distance (ED) [30] between manual transcriptions and text sequences obtained using a speech recogniser constructed with Kaldi [31]. The speech recogniser consists of a triphone acoustic model and a unigram word based language model trained on 100 samples randomly selected from the training data. The word error rate (WER) is 22% on the training data and 90% the test data. The errors in recognised word sequence (\(Z_r\)) is mainly caused by out of vocabulary. Phoneme output (\(Ph\)) were also obtained using Kaldi in the same conditions. The phone error rate is 15.12% on the training data and 67.8% on the test data. To find out whether there exist a mismatch, we compute \(D_{r,g}\) and \(D_{r,t}\), the distance between \(Z_r\) and the other two word sequences, i.e. word based ground truth \(Z_g\) and word mismatch transcriptions \(Z_t\),

\[
D_{r,g} = \frac{ED(Z_r, Z_g)}{N_g} \quad D_{r,t} = \frac{ED(Z_r, Z_t)}{N_t} \tag{10}
\]

where \(N_g\) and \(N_t\) denote the number of word in \(Z_g\) and \(Z_t\), respectively. The decision is made by:

\[
\begin{align*}
\text{mismatch,} & \quad \text{if } D_{r,t} \geq \text{threshold} \\
\text{no mismatch,} & \quad \text{if } D_{r,g} < \text{threshold}
\end{align*}
\]

where the value of threshold is determined according to the maximum accuracy obtained on the training data. The same steps can be also used to detect mismatch on phoneme strings.

![Figure 2: Accuracy of sentence-level mismatch detection on the test data over 100 epochs.](image)

### 4. Results and Analysis

Our experiments starts with sentence-level mismatch detection. Model_1 and three different input representations, i.e. phoneme, letter and pre-trained word vector, were used to tackle sentence-level mismatch. Figure 2 shows utterance-level mismatch detection performance on the test data when using the three different inputs for word embedding generations [26]. This figure shows that the detection accuracy obtained using phoneme is slightly better than the other two. So, in the following experiments phonemes are only input representation. As a comparison, the detection accuracy using word-based and phoneme-based baselines mentioned in Section 3.3 are also shown in this figure. The top dashed line shows the detection accuracy using recognised phoneme sequence, and the bottom dashed line represents the performance using recognised word sequence. It is clear that the baseline using phoneme sequence outperforms the word based one but its accuracy is still lower than that obtained using Model_1.

Figure 3 shows the performances when using Model_1 to test three kinds of word mismatches occurring in manual transcriptions. Further experiments tested four cases when different number of words are deleted, inserted, or substituted. Figure 3(a) shows the detection accuracy can reach 74% and 70% when four and three words are deleted from manual transcriptions. If only one word is deleted, the detection accuracy degrades sharply and its convergence is also worse than the other three curves. This case is probably caused by three factors. The first is the quality of speech data is not good enough. From a speech recognition point of view, one word deletion in a sentence containing 17 words indicates the WER is less than 6%. This means the speech quality should be very good in order to provide enough information to support the match between speech and text. However, Factored WSJCAM0 contains many utterances corrupted by different-level noise and cannot meet this requirement. The second factor is that the number of one word deletion is relatively small in comparison with three or four words being deleted. The third is the number of training
samples is small. These factors also suit to explain insertion mismatch detection. In comparison with word deletion and insertion, the detection performance on word substitution is relatively poor. This may be the case is related to two additional factors besides the reasons mentioned above. The first is some phonemes occurring in original words probably also occur in some words used as substitutions. This reduces the possibility to find out whether there exist mismatches. The second factor is, in comparison with deletions and insertions, the change of total number of phonemes in a transcription sentence is not noticeable after word substitution. This means the length of phoneme sequence can still well match the duration of the corresponding utterance. This probably leads to some features, like the length of a sentence, cannot be well learned.

The three sub-figures in Figure 4 show performance when using cross-modal attention (Model_2) to detect a four-word deletion, insertion and substitution mismatch, respectively. For comparison, these figures also show the results obtained using Model_1 in the same condition. The use of cross-modal attention can yield better and more stable performances on deletion and insertion mismatch detection than Model_1, although the performance improvement on substitution mismatch is slight. In comparison to the use of simple concatenation merge used in Model_1, the improvement means that the cross-modal attention enables the network to learn features relevant to target. Our experiments were run on Factored WSJCAM0 and the results show the use of our approach gains a good improvement in effectiveness and robustness over the baseline.

In Table 2, 4-word mismatch detection performances were compared on the training and test data using baseline, Model_1 and Model_2, respectively. Although the baseline can generate good detection performances on the training data for three kinds of mismatch, the learned threshold on the training data does not help to determine a satisfying performance on the test data. The use of cross-modal attention shows good improvements on the test data over the three kinds of mismatch.

5. Conclusion and Future Work

In this paper an approach was presented to detect sentence-level and word-level mismatch between speech and manual transcriptions without using speech recognition. Two models using deep neural networks were designed to learn features from two modality streams. The first model uses concatenation to combine the features, and the second model uses cross-modal attention to make a soft alignment and highlights the information which is relevant to target. Our experiments were run on Factored WSJCAM0 and the results show the use of our approach gains a good improvement in effectiveness and robustness over the baseline.

In our future work, the study in three aspects will be taken into account. More robust deep neural networks will be employed to handle different types of mismatch between speech and transcriptions, instead of those occurring only in text. The performance of large-sized data will be evaluated in different conditions. Visual information will be used in order to enhance the effectiveness and robustness of our system.
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