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Abstract

We propose an end-to-end text-to-speech (TTS) synthesis model that explicitly uses information from pre-trained embeddings of the text. Recent work in natural language processing has developed self-supervised representations of text that have proven very effective as pre-training for language understanding tasks. We propose using one such pre-trained representation (BERT) to encode input phrases, as an additional input to a Tacotron2-based sequence-to-sequence TTS model. We hypothesize that the text embeddings contain information about the semantics of the phrase and the importance of each word, which should help TTS systems produce more natural prosody and pronunciation. We conduct subjectively listening tests of our proposed models using the 24-hour LJSpeech corpus, finding that they improve mean opinion scores modestly but significantly over a baseline TTS model without pre-trained text embedding.

Index Terms: speech synthesis, end-to-end, pre-trained text embedding

1. Introduction

Text-to-speech (TTS) synthesis is the problem of generating speech given input text. TTS is a key component in various applications such as providing navigation directions in smartphones and cars, interactive interfaces such as smart assistants, and in systems designed to assist individuals with disabilities. Typical statistical TTS systems \([1–3]\) consist of many modules such as a natural language parser, duration model, acoustic model, and vocoder, utilizing many handcrafted language features developed by experts. This factorization of TTS systems allows training each module separately, but results in errors propagating from one component to subsequent components.

As a result of the development of effective deep learning techniques, end-to-end TTS (E2E-TTS) systems have become viable and have even started replacing conventional TTS systems in production \([4–8]\). In general, an E2E-TTS system has two modules: a feature generation module and a waveform synthesis module. The feature generation module is typically modeled as a sequence-to-sequence (seq2seq) neural network \([9–11]\), which converts a given text into a sequence of acoustic features such as spectrograms or mel cepstra. Since this network directly converts a sequence of characters or phones into acoustic features, it does not require complex text analysis or duration modeling of each phone, as in conventional TTS systems. The waveform synthesis module is also a neural network \([12–16]\) which converts a given sequence of acoustic features into a waveform signal, avoiding a signal processing based vocoder \([17, 18]\) that may degrade the quality of synthesized speech due to simplifying assumptions about human speech generation.

To further improve the pronunciation or controllability of speech produced by E2E-TTS models, a number of extensions have been studied. In \([19]\), a speaker embedding is utilized to allow the model to generate speech of various speakers. Jia \textit{et al.} \([20]\) utilized the speaker embedding learnt in a speaker verification model. Along similar lines, \([21, 22]\) proposed the use of a style embedding to make generated speech more expressive. These approaches have improved the quality of generated speech, but they require the collection of specific types of speech samples to learn the embeddings. On the other hand, Yasuda \textit{et al.} \([23]\) used additional context information to extract an accent embedding, which forms an additional input to the encoder. This approach greatly improves the quality of generated Japanese speech, but it requires accent information that is difficult to obtain automatically.

In this study, we propose a novel E2E-TTS model that explicitly utilizes text-context information. Our approach is inspired by the recent greatly improved performance of sentence representation models in natural language processing \([24, 25]\). In particular we propose an approach that relies on Bidirectional Encoder Representations from Transformers (BERT) \([24]\). Our proposed approach uses text-context embeddings computed by a pre-trained BERT model as an additional input for a Tacotron2-based seq2seq synthesis model \([7]\). We hypothesize that these contextual embeddings contain useful information such as the positiveness of the sentence and the importance of each word in the sentence. Therefore, it is expected that the use of the additional context information will improve the pronunciation and expressiveness of the generated speech. Furthermore, a BERT embedding can be extracted from a given text without any additional inputs, and BERT itself is trained using just unlabelled text, thus not requiring to collect various types of speech samples.

We conduct a subjective evaluation using the LJSpeech database \([26]\), which consists of 24 hours of English speech from a single speaker. Our experimental results show that the proposed model improves the naturalness of the generated speech.

2. Proposed Method

2.1. System overview

An overview of the proposed method is shown in Fig. 1. In this study, we propose two models—a subword-level model and a phrase-level model—based on the granularity of the text-context features being used. Both variants consist of three neural networks: a text-context extraction network, a spectrogram prediction network, and a vocoder network. The text-context extraction network is a pre-trained model that extracts context-
tual embeddings from a given input text. The spectrogram prediction network is a seq2seq model which generates log mel-spectrogram features given the inputs: the sequence of characters and the output of the text-context extraction network. In the case of the subword-level model, a sequence of subword embeddings is used as an additional input for the spectrogram prediction network. In the case of the phrase-level model, the extracted phrase embedding is used similarly to a speaker embedding [20]. The vocoder network is a deep convolutional neural network (CNN) which generates a waveform from given acoustic features. We describe each module in detail in the following sections.

2.2. Text-context extraction network

We use a pre-trained BERT model [24], a deep bi-directional Transformer [27] that computes a deep representation by considering both past and future contexts, as the text-context extraction network.

The length-\(L\) sequence of characters \(c = \{c_1, c_2, \ldots, c_L\}\) is decomposed into a \((L' + 1)\)-length sequence of “wordpieces” [28] that consists of a special symbol and a series of subwords \(c' = \{<\text{cls}>, c'_1, c'_2, \ldots, c'_{L'}\}\). Here, \(<\text{cls}>\) represents the special symbol for a sentence classification task which is added to the beginning of the sequence. The input \(X \in \mathbb{R}^{(L'+1) \times D}\) to BERT is the sum of \(D\)-dimensional token, segmentation, and positional embeddings. Given the input, the \(B\)-block Transformer operates as follows:

\[
\mathbf{R}^{(b)} = \text{TransformerBlock}^{(b)}(\mathbf{R}^{(b-1)}),
\]

where \(\mathbf{R}^{(b)} = \{r^{(b)}_{<\text{cls}>}, r^{(b)}_1, r^{(b)}_2, \ldots, r^{(b)}_{L'}\} \in \mathbb{R}^{(L'+1) \times D}\) represents the outputs of the \(b\)-th block, \(b \in \{1, 2, \ldots, B\}\) represents the index of the blocks, and \(\mathbf{R}^{(0)}\) corresponds to input \(X\). The TransformerBlock(\(X\)) is calculated as follows:

\[
\mathbf{o} = \text{MultiHeadAttention}(\mathbf{X}),
\]

\[
\mathbf{g} = \text{LayerNorm}(\mathbf{o} + x),
\]

\[
\mathbf{r} = \text{LayerNorm}(\text{FNN}(\mathbf{g}) + \mathbf{g}),
\]

where LayerNorm(\(\cdot\)) represents a layer normalization operation [29], FNN(\(\cdot\)) represents a linear layer with a Gaussian error linear unit (GELU) activation function [30] and learnable weight/bias parameters, and MultiHeadAttention(\(X\)) represents \(H\)-head attention [27], which is calculated as follows:

\[
Q_i = XW_i^{(Q)}, \quad K_i = XW_i^{(K)}, \quad V_i = XW_i^{(V)},
\]

\[
\alpha'_i = \text{Softmax} \left( \mathbf{Q}_i \mathbf{K}_i^\top \sqrt{\frac{1}{D_k}} \right) \mathbf{V}_i, \quad (5)
\]

\[
\mathbf{o} = \text{Concat}(\alpha'_1, \alpha'_2, \ldots, \alpha'_H) W^{(O)}, \quad (7)
\]

where \(Q, K, V \in \mathbb{R}^{(L'+1) \times D_k}\) represent query, key, and value transformation of the inputs, respectively, \(W_i^{(Q)}, W_i^{(K)}, W_i^{(V)} \in \mathbb{R}^{D \times D_k}\), and \(W^{(O)} \in \mathbb{R}^{H D_k \times D\text{rep}}\) represent learnable matrix parameters, Concat(\(\cdot\)) represents a vector concatenation operation, \(i \in \{1, 2, \ldots, H\}\) represents the index of the head, and \(D_k\) represents the dimension of hidden states.

Finally, we use the outputs of the final (\(B\)-th) Transformer blocks \(\mathbf{R}^{(B)} = \{r^{(B)}_{<\text{cls}>}, r^{(B)}_1, r^{(B)}_2, \ldots, r^{(B)}_{L'}\} \in \mathbb{R}^{(L'+1) \times D}\) as an additional input to the spectrogram prediction network. For the subword-level model, we use \(\{r^{(B)}_1, r^{(B)}_2, \ldots, r^{(B)}_{L'}\}\) as additional inputs, whereas for the phrase-level model we use just \(r_{<\text{cls}>}\) as an additional input.

2.3. Spectrogram prediction network

A Tacotron2 [7] based seq2seq network, which consists of encoder, attention, and decoder networks, is used as the spectrogram prediction network. As an extension of the original Tacotron2, we also use text-context embeddings extracted by the text-context extraction network. We first present the subword-level model and then the modifications we make to obtain the phrase-level model.

The log mel-spectrogram \(y_t\) and the probability of the end of sequence \(p_{\text{eos}}^{(\text{char})}\) are calculated using a given sequence of characters \(c = \{c_1, c_2, \ldots, c_L\}\) and a sequence of subword embeddings \(\{r^{(B)}_1, r^{(B)}_2, \ldots, r^{(B)}_{L'}\}\) as follows:

\[
h^{(\text{char})}_t = \text{Encoder}(c),
\]

\[
p_{\text{eos}}^{(\text{char})} = \text{MultiHeadAttention}(\mathbf{X}),
\]

\[
\mathbf{g} = \text{LayerNorm}(\mathbf{o} + x),
\]

\[
\mathbf{r} = \text{LayerNorm}(\text{FNN}(\mathbf{g}) + \mathbf{g}),
\]
where $L$ mel-spectrogram, $L$ features. The conditional probability of a length-
acoustic features (e.g., log mel-spectrogram) as auxiliary fea-
We use a variant of WaveNet vocoder \cite{12, 33} which uses
represents a linear layer with learnable weight and bias pa-
Encoder($\cdot$), Attention($\cdot$), and Decoder($\cdot$) represent an encoder, attention, and decoder network, respectively. LinB($\cdot$)
represents a sequence $\{h_1, h_2, \ldots\}$ and $a_k^{\text{char}} = \{a_{t,1}, a_{t,2}, \ldots, a_{t,L}^k\}$ and $a_k^{\text{sub}} = \{a_{t,1}, a_{t,2}, \ldots, a_{t,L}^k\}$ represent
are not used, and Eqs. (8, 13) are replaced with the following
eq \text{Attention}(t, \text{char})$$
Attention($\cdot$) in Eqs. (10, 11) in order to learn a reasonable diagonal attention pattern.
In the case of the phrase-level model, the phrase emb-
ding $r^{(B)}$, is used instead of subword embeddings. Eqs. (9, 11)
and Eqs. (8, 13) are replaced with the following equations, respectively:
Use location-sensitive attention \cite{7} as Attention($\cdot$) in
The whole network is trained to minimize the following loss function:
2.4. Vocoder network
We use a variant of WaveNet vocoder \cite{12, 33} which uses
factorized as follows:
$$p(x|y) = \prod_{n=1}^{N} p(x[n]|x[1:n-1], y),$$
where $n \in \{1, 2, \ldots, N\}$ represents the sample index in the waveform and $x[1:n-1]$ represents the sub-sequence $\{x[1], x[2], \ldots, x[n-1]\}$. WaveNet approximates the conditional probability above by ignoring the effect of past samples beyond a receptive field of size $F$ as follows:
WaveNet($x, y) \simeq p(x[n]|x[n-F:n-1], y)$. \hspace{1cm} (22)
WaveNet consists of many residual blocks, each of which consists of $2 \times 1$ dilated causal convolutions, a gated activation function and $1 \times 1$ convolutions. The gated activation function is calculated as follows:
$$z^{\text{extend}} = \text{Tanh}(W_{1 \times k}^{dil} \ast x + W_{1 \times 1}^{(1 \times 1)} \ast f(y)) \odot \text{Sigmoid}(W_{1 \times k}^{dil} \ast x + W_{1 \times 1}^{(1 \times 1)} \ast f(y)),$$
where $W$ represents trainable convolution filters, $W_{1 \times k}^{dil} \ast x$ represents a dilated causal convolution, $W_{1 \times 1}^{(1 \times 1)} \ast f(y)$ represents a $1 \times 1$ convolution, $\odot$ represents element-wise multiplication, subscript $k$ is the layer index, subscripts $f$ and $g$ represent the filter and gate, respectively, and $f(\cdot)$ represents the function that transforms features $y$ to have the same time resolution as the input waveform. The waveform signal is quantized into 8 bits using the $\mu$-law algorithm \cite{34} and converted into a sequence of 256 dimensional ($= 8$ bits) one-hot vectors. In order to reduce the noise caused by prediction errors, a time-invariant noise shaping technique \cite{35} is applied.
3. Experimental Evaluation
3.1. Training Setup
Table 1 describes all the model and training details. The spectrogram prediction network was constructed using the open-source speech processing toolkit ESPnet \cite{36} with a Py-
For the experiments, we used the LJSpeech database \cite{26}, which consists of 24 hours of English speech from a single speaker. We used 12,600 utterances for training, 250 uter-
3.2. Evaluation
We conduct a subjective evaluation using eleven subjects consisting of five Japanese speakers and six English speakers. We use the following two evaluation metrics:

\begin{itemize}
  \item[1] https://github.com/kan-bayashi/Taco2withBERT
  \item[2] https://github.com/google-research/bert
  \item[3] https://kan-bayashi.github.io/Taco2withBERT
\end{itemize}
Table 1: Model and training configuration

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sampling rate</td>
<td>22.050 Hz</td>
</tr>
<tr>
<td>Window size</td>
<td>46.4 ms (1,024 pt)</td>
</tr>
<tr>
<td>Shift size</td>
<td>11.6 ms (256 pt)</td>
</tr>
<tr>
<td>Acoustic feature</td>
<td>log-mel spectrogram 80 dim</td>
</tr>
<tr>
<td>Encoder type</td>
<td>CNN + BLSTM</td>
</tr>
<tr>
<td># char embedding dimension</td>
<td>512</td>
</tr>
<tr>
<td># encoder layers</td>
<td>3 (CNN) &amp; 1 (BLSTM)</td>
</tr>
<tr>
<td># encoder BLSTM units</td>
<td>512</td>
</tr>
<tr>
<td># encoder CNN filters</td>
<td>512</td>
</tr>
<tr>
<td># BERT embedding dimension</td>
<td>1,024</td>
</tr>
<tr>
<td># units in linear layer after BERT</td>
<td>512 (only for subword)</td>
</tr>
<tr>
<td>Decoder type</td>
<td>LSTM</td>
</tr>
<tr>
<td># decoder layers</td>
<td>2</td>
</tr>
<tr>
<td># decoder units</td>
<td>1,024</td>
</tr>
<tr>
<td># dimensions in attention</td>
<td>128</td>
</tr>
<tr>
<td># filters in attention</td>
<td>32</td>
</tr>
<tr>
<td>Filter size in attention</td>
<td>31</td>
</tr>
<tr>
<td># Prenet layers</td>
<td>2</td>
</tr>
<tr>
<td># Prenet units</td>
<td>256</td>
</tr>
<tr>
<td># Postnet layers</td>
<td>5</td>
</tr>
<tr>
<td># Postnet filters</td>
<td>512</td>
</tr>
<tr>
<td>Postnet filter size</td>
<td>5</td>
</tr>
<tr>
<td>Dropout rate</td>
<td>0.5</td>
</tr>
<tr>
<td>Zoneout rate</td>
<td>0.1</td>
</tr>
<tr>
<td>( \lambda ) in loss function</td>
<td>1.0 (for subword) &amp; 0.0 (for the others)</td>
</tr>
<tr>
<td>Learning rate</td>
<td>( 10^{-3} )</td>
</tr>
<tr>
<td>Gradient clipping norm</td>
<td>1</td>
</tr>
<tr>
<td>Batch size</td>
<td>64</td>
</tr>
<tr>
<td>Epoch</td>
<td>200</td>
</tr>
<tr>
<td>Optimization method</td>
<td>Adam [38] w/ ( \epsilon = 10^{-6} )</td>
</tr>
</tbody>
</table>

(a) *Mean Opinion Score* (MOS): Subjects rated the naturalness of generated speech on a 5-point scale: 5 for excellent, 4 for good, 3 for fair, 2 for poor, and 1 for bad. Each subject rated 75 utterances, consisting of the output of all three models for 25 input text sequences.

(b) *A / B forced choice*: Subjects compare two audio samples corresponding to the same input text but generated by two different models and select their preferred choice, not necessarily on the basis of naturalness. For this evaluation, each subject rated 45 or 75 pairs.

3.3. Results

Experimental results for MOS are shown in Fig. 2. The proposed models improve the naturalness of generated speech, as represented by MOS, especially in the case of subword-level model. In fact, the subword-level model gets a statistically significant improvement over both the baseline model (\( p = 0.012 \)) and the phrase-level model (\( p = 0.025 \)). These results suggest that utilizing text-context information aids in generation of more natural speech, although it is more useful at the finer granularity of subwords rather than at the coarser phrase level.

The experimental results for A / B forced choice are shown in Fig. 3. While as in MOS the subword-level model is preferable over the baseline model, the phrase-level model does worse than the baseline model.

On the basis of these two evaluation metrics, the subword-level model seems to outperform the baseline model. Interestingly, even though the BERT model is trained at the sentence level, it still shows its utility in representing the phrase-level utterances in LJSpeech. To get a better sense of cases where the scores for the two models diverge, we show examples in Fig. 4 where the raters have high agreement in their preference for one model or another. The subword-based model does worse on both of the examples containing proper nouns, which may be due to the choice of uncased BERT (which means it treats the proper noun phrases similarly to other words).

4. Conclusion

We have proposed a TTS model that exploits text-context information, in the form of pre-trained BERT text embeddings, and we have evaluated two variants of the model. Subjective listening tests using the LJSpeech database show that the subword-level model variant improves mean opinion scores modestly but significantly over a baseline TTS model without pre-trained text embedding input. This improvement is obtained in spite of the fact that we apply BERT, which is intended for full sentences, to a mix of different-sized phrases. It may be possible to obtain larger gains by applying the model only to complete sentences. Future work should further investigate the effect of this choice. In future work, we will also apply our approach to a wider variety of data sets, including various text domains and languages.
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