Compensation on x-vector for short utterance spoken language identification
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Abstract
Feature representation based on x-vector has been successfully applied in spoken language identification tasks. However, the performance on short utterances is severely degraded. The degradation is mainly due to the large variation of the x-vector representation for short utterances which results in large model confusion. One of the solutions is to regularize the representations of short utterances with reference to representations of their corresponding long utterances in x-vector space. Different from previous work, in which both mean and variance statistic components in the x-vector are normalized for speaker recognition task, we argue that variance component in the x-vector encodes discriminative information of languages which should not be normalized for short utterances. Based on this consideration, we proposed an x-vector extraction model for short utterance with adding compensation constraint only for the mean component in the x-vector. Experiments on NIST LRE07 dataset were carried out and showed significant improvement on short utterance LID tasks.

1. Introduction
Spoken language identification (LID) techniques are typically used as a pre-processing stage of multilingual speech recognition and translation systems [1]. For real-time speech processing systems, short utterance LID tasks are important because it can help to reduce the real-time factor and latency of the whole system.

I-vector-based method is one of the effectiveness approaches for LID tasks. The i-vector is a fix-dimensional compact utterance-level representation, therefore, it is easy to be used for building classifier for classification tasks. I-vectors obtained state-of-the-art performance in many LID tasks, especially on relatively longer utterance tasks [2, 3, 4, 5, 6, 7]. However, for short utterance LID tasks, the performance of the i-vector-based approaches often degrades dramatically. One of the main reasons is that the i-vector representation for short utterances has a large distribution variation.

Neural network-based end-to-end approaches, such as, deep neural networks (DNN), recurrent neural networks (RNN), convolutional neural networks (CNN) and attention-based neural networks, have been investigated and demonstrated impressive performance for short utterance LID tasks [8, 9, 10, 11]. Different from conventional i-vector-based approaches, the end-to-end models are easy to be optimized because they do not include many hand-crafted algorithmic components. Recently, an DNN-based speaker embedding approach, i.e., x-vector, was proposed for speaker recognition tasks [12]. In the x-vector approach, by using a frame-level-based DNN network, fix-dimensional embedding representations can be extracted with variable length inputs. The x-vector technique was widely used and obtained state-of-the-art performances for speaker recognition and event detection tasks. The performance of x-vector can be further improved on speaker recognition tasks by using data augmentation techniques [13].

For LID tasks, x-vector method was already investigated [14]. However, as the testing utterances become shorter, the performance also decreases dramatically as that of the i-vector based method. The degradation is mainly because of large pattern confusion caused by the large variation of representations on short utterances in x-vector space. To reduce the variation, one solution is to normalize the representation of short utterances with reference to the representation of their corresponding long utterances in x-vector space. In speaker recognition field, a feature compensation algorithm has been proposed to compensate the data duration mismatch in x-vector space [15]. In the method, both components, i.e., mean and variance statistic components are used. The basic assumption for this compensation algorithm is that x-vectors for long utterances are more stable for speaker characterization which are content independent with more balanced phonemes. However, for language identification on short utterances, both high-level abstract language information and local phonetic information are important cues [1]. We assume that the variance component in x-vector can encode language discriminative information related to local phonetic information. Therefore, different from previous work, both mean and variance statistic components in the x-vector are normalized to reduce the variation of x-vectors [15], we propose an x-vector extraction approach with adding compensation constraint only for the mean component in the x-vector space. In the proposed vector, the mean component is expected to represent high-level abstract language information while retaining variance component to encode frame-based local phonetic information for short utterances.

Using long or full length utterances to improve the performance for short utterances has been already investigated, for example, similar ideas were already used to
improve i-vector techniques [16, 17], long-short variation transformation was investigated in x-vector space to improve PLDA for speaker recognition task [15], and work on improving CNN-based feature extraction for LID tasks [18]. Different from previous works, we focus on improving x-vector extractor for short utterance LID tasks, and propose a method to add compensation constraint only for mean component in x-vector extraction. We evaluate the proposed method on NIST LRE07 dataset. To the best of our knowledge, the proposed method obtain single system state-of-the-art performance on short utterance task of NIST LRE07.

2. DNN-based embedding: x-vector

DNN-based embedding representation approaches have been successfully applied to many tasks, such as speaker recognition, event/scene detection and language identification [12, 19, 20, 21]. The conventional extracting of the embedding representation, for example x-vector, consists of three modules: a frame-level feature extractor, a statistics pooling layer and utterance-level representation layers. The frame-level feature extractor module outputs frame-level features $h_t$ ($t = 1, \ldots, T$) with inputs of a sequence of acoustic features $x_t$, where $T$ represents the number of frames. $h_t$ can be calculated with neural networks, e.g., a time-delay neural network (TDNN) [12] or convolutional neural network [19][20].

Then, a statistics pooling layer converts the frame-level features $h_t$ into a fixed-dimensional vector by concatenating the mean $\mu$ and standard deviation $\sigma$ of them. The fixed-dimensional vector $V$ can be described as $[\mu, \sigma]$. The mean and standard deviation are described as

$$\mu = \frac{1}{T} \sum_{t=1}^{T} h_t, \quad (1)$$

$$\sigma = \sqrt{\frac{1}{T} \sum_{t=1}^{T} (h_t - \mu)^2}. \quad (2)$$

Finally, fully-connected hidden layers are used to process the utterance-level representations and a softmax layer is used as the output with each of its output nodes corresponds to one speaker or language ID. In most previous work, the pre-activations of the first fully-connected layer after statistics pooling are extracted as x-vectors. In this work, the feature compensation is applied on $V$ to improve x-vector extraction.

3. Feature compensation learning for x-vector extractor

3.1. Mean and variance-based compensation learning

The difficulty of LID for short utterances is mainly because short utterances include less phonetic information that makes the representations have large variation. To reduce the representation variation of short utterances, normalization methods using the corresponding long utterances were already investigated for i-vectors and DNN-based approaches [16, 17, 18]. It is natural that we can also apply similar idea on the x-vector extractor. Mathematically, for a short utterance $x_S$, and its corresponding long utterance $x_L$, where the short utterance is a part of the long utterance, we define the corresponding x-vectors of short and long utterances as $V_S$ and $V_L$. Then, we can use a distance metric to measure the distance of long and short x-vectors as

$$D_{\text{mean-var}} = \|V_L - V_S\|_1, \quad (3)$$

where $\| \cdot \|_1$ is the L1-norm. $D_{\text{mean-var}}$ is used as a regularization term to optimize the network to extract $V_S$ for short utterances with cross-entropy loss function $L_{\text{ce}}$. The objective function is described as

$$L = (1 - \lambda) L_{\text{ce}} + \lambda D_{\text{mean-var}}, \quad (4)$$

where $\lambda$ is a weight coefficient, and $V_L$ is obtained with a pre-trained long utterance-based x-vector extractor. In this paper, we call this method as mean and variance-based compensation learning that is illustrated in Fig. 1. Similar idea has been successfully used for improving PLDA in x-vector space for speaker recognition task [15].

3.2. Mean-based compensation learning

As x-vector is composed of mean and variance components, Eq.3 is further cast to

$$D_{\text{mean-var}} = \| [\mu_L, \sigma_L] - [\mu_S, \sigma_S] \|_1, = \| \mu_L - \mu_S \|_1 + \| \sigma_L - \sigma_S \|_1. \quad (5)$$

With $D_{\text{mean-var}}$ both mean and variance components are regularized with the corresponding long utterances.

![Figure 1: Mean and variance-based compensation learning](image-url)
However, for LID tasks, we argue that regularizing the variance component of x-vector with the representation of long utterances makes x-vectors loss discriminative information of phonetics for short utterances. That will be detrimental to the language identification of short utterances. Based on this consideration, we propose to regularize the mean component of x-vector with representations of long utterances while retaining variance components to encode frame-level phonetic information for providing discriminative features for languages. Then, Eq. 3 is modified to

$$D_{mean} = \| \mu_L - \mu_S \|_1, \quad (6)$$

where $\mu_L$ is obtained from a pre-trained x-vector extractor. Eq.6 can be further cast to

$$D_{mean} = \| \mu_L - \frac{1}{T} \sum_{t=1}^{T} h_t \|_1. \quad (7)$$

From Eq. 7, we can see that the proposed method reduces the variation of the average of frame-level representations. The standard deviation is calculated with the normalized frame-level representations that is expected to encode the variations related to phonetic information.

## 4. EXPERIMENTS

Experiments on NIST language recognition evaluation 2007 (LRE07) dataset were conducted to evaluate the effectiveness of the proposed method. The training corpus includes Callfriend datasets, LRE 2003, LRE 2005, development data for LRE07 and LRE 2009 (Only telephone data). The original training data includes 47,843 utterances. Considering the unbalance of the training data for each language. We split the utterances into 30-second based utterances and pick up maximum 10k utterances for each language. 500 utterances for each language were selected as a validation dataset. The total duration of the final training dataset is about 1,100 hours.

The evaluation was done on the closed-set language detection task of NIST LRE07. There are totally 14 target languages in testing dataset, which included 6474 utterances split among three nominal durations: 30, 10 and 3 seconds. We also prepared shorter testing dataset by picking up fixed-length utterances with 1.0, 1.5 and 2.0 seconds from the official 3 seconds testing dataset. Equal error rate (EER) and average cost performance for LRE 2009 challenge (Cavg) were used as the evaluation criteria.

### 4.1. Implementation of baseline methods

One of the baseline systems is a ResNet-based system similar to [22]. The ResNet systems used a standard 34-layer-ResNet [23] for feature extraction and follow by a global average pooling (GAP) layer and one fully-connected layer with outputs of language IDs. For x-vector systems, the same 34-layer-ResNet was used for the frame-level feature extraction. Statistic pooling of mean and variance components were calculated based on the outputs of the frame-based representations. The network for x-vector is illustrated in table 1. During training,
the training samples were prepared with input length between \(a\) and \(b\) seconds. We compared baseline systems with \([a, b]\) was set to \([1, 10]\) and \([5, 10]\). For x-vector systems, the context width is 50 for each frame. The stochastic gradient descent (SGD) with momentum 0.9 was used for model training. The initial learning rate was set to 0.1 and learning rate was divided 2 every 10 epochs. The training epoch was fixed to 100 and the optimal model was selected using the validation dataset.

In the testing stage, all the duration data was tested on the same trained model. Because the duration length is arbitrary, we feed the testing speech utterance to the trained neural network one by one. Both the training data and testing data were processed with a power energy-based VAD to detect the speech, then randomly length chunks were cut with a shift of 100 frames. 60-dimensional log mel-filterbank features were used. Finally, chunk-based mean and variance normalization was applied on the features.

4.2. Implementation of the proposed method

We focused on building short utterance-based systems, i.e., using utterances 1 to 10 seconds as inputs. The corresponding representation of long utterances was obtained with a pre-trained model with utterances 5 to 10 seconds duration. Similar to the baseline systems, the input length of long and short models are both randomly selected, and we keep the input length of the long always longer than the short. The models were optimized with Eq. 4 and \(\lambda\) was evaluated with values of 0.1, 0.3, 0.5, 0.7 and 0.9. Other settings, such as, optimizer, mini-batch and learning rate, were same to those of the baseline systems.

4.3. Results of the baseline systems

Table 2 shows the results of the baseline systems. For comparison, we also listed latest results reported by other researchers. From the results we can see our baseline systems, i.e., “ResNet-GAP (short)” and “x-vector (short)”, obtained comparable results with the state-of-the-art single system results on EER. Compared with short input-based systems, i.e., “ResNet-GAP (short)” and “x-vector (short)”, the long input-based systems, i.e., “ResNet-GAP (long)” and “x-vector (long)”, performed well on long utterance-based test dataset, for example 10s and 30s. However the performance degraded on short utterances because of the duration mismatch, i.e., models trained with long utterance samples perform well on long utterance test data, bad on short test dataset. Compared with ResNet baseline system, the x-vector systems performed well for long utterance LID tasks, i.e., 10s and 30s.

4.4. Results of the mean and variance-based method

Investigations were done with the mean and variance component-based learning with reference to the representation of the corresponding long utterances. Fig. 1 illustrates the network configuration and the optimization of this investigation. The long utterance-based representations were obtained with the “x-vector (long)” model. The optimization was done with Eq. 4. The investigation results were listed in Table 3. From the results, we can see that compared with the baseline system the mean and variance-based method improved the performance for all the test data.

4.5. Results of the proposed methods

In the proposed method, we regularized mean component of x-vector with the corresponding long utterance representations. We evaluated two models (proposed method 1 and 2) to obtain the long utterance representations, the proposed method 1 used the “x-vector (long)” model and the proposed method 2 used the “ResNet-GAP (long)” model.

The experimental results showed that the proposed method 1, i.e., with long utterance representations of the “x-vector (long)” model, obtained significant improvement on all the durations of the test data. From the results of the mean-variance-based and mean-based methods, we can see that: For long utterance test data, e.g., 10s, and 30s, both the two methods could significantly improve the performance comparing to the baseline x-vector system, i.e., “x-vector (short)”, with comparable performances. However, for short utterance test data, e.g., 1.0s, 1.5s, 2.0s and 3s, the proposed mean-base method significantly outperformed the mean-variance-based method on both EER and Cavg.

In proposed method 2, we evaluated the mean-base feature compensation learning with long representations obtained from a long utterance-based ResNet model, i.e., “ResNet-GAP (long)”. Experimental results showed that the proposed method 2 also outperformed both the baseline and mean-variance-based method for all the duration test dataset. This demonstrates the possibility that the proposed method can also benefit from advanced utterance-level representation methods.

For a easy comparison, we compared the baseline, mean-variance-based method and the two proposed methods. For each method, we selected the best model by comparing the results of different \(\lambda\). The comparison is illustrated in Fig. 4. Compared with baseline system, both the mean-variance-based method and the proposed methods obtained better results. For the 30s test data, the mean-variance-based method performed better than the proposed methods. For short utterances, the proposed mean-based methods significantly outperformed the mean-variance-based method. As we have discussed in Section 3.2, variance component of x-vector encodes frame-based discriminative phonetic information that is an important cue for short utterance LID tasks. Directly regularizing the variance component of short utterances with reference to that of long utterances is detrimental to the language identification for short utterances. The proposed methods regularized the mean component of x-vector to capture high-level abstract language information while retaining the variance component to encode
Table 2: Investigation results of baseline systems on NIST LRE07 dataset.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Training duration</th>
<th>1.0s EER</th>
<th>1.0s Cavg</th>
<th>1.5s EER</th>
<th>1.5s Cavg</th>
<th>2.0s EER</th>
<th>2.0s Cavg</th>
<th>3.0s EER</th>
<th>3.0s Cavg</th>
<th>10s EER</th>
<th>10s Cavg</th>
<th>30s EER</th>
<th>30s Cavg</th>
</tr>
</thead>
<tbody>
<tr>
<td>RNN-D&amp;C [24]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ResNet-GAP [22]</td>
<td>2-8s</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CNN-BlSTM SAP [22]</td>
<td>2-8s</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ResNet-GAP (short)</td>
<td>1-10s</td>
<td>20.16</td>
<td>28.57</td>
<td>15.57</td>
<td>23.00</td>
<td>12.84</td>
<td>20.24</td>
<td>9.18</td>
<td>15.82</td>
<td>5.14</td>
<td>10.66</td>
<td>3.71</td>
<td>8.70</td>
</tr>
<tr>
<td>ResNet-GAP (long)</td>
<td>5-10s</td>
<td>23.68</td>
<td>31.16</td>
<td>17.70</td>
<td>25.36</td>
<td>14.92</td>
<td>22.38</td>
<td>9.78</td>
<td>14.74</td>
<td>3.38</td>
<td>6.22</td>
<td>1.81</td>
<td>3.59</td>
</tr>
<tr>
<td>X-vector (short)</td>
<td>1-10s</td>
<td>27.50</td>
<td>29.92</td>
<td>15.43</td>
<td>23.61</td>
<td>12.51</td>
<td>20.83</td>
<td>8.94</td>
<td>15.36</td>
<td>4.12</td>
<td>8.34</td>
<td>2.73</td>
<td>5.90</td>
</tr>
<tr>
<td>X-vector (long)</td>
<td>5-10s</td>
<td>27.15</td>
<td>34.60</td>
<td>20.53</td>
<td>27.55</td>
<td>16.40</td>
<td>23.62</td>
<td>10.89</td>
<td>17.30</td>
<td>3.29</td>
<td>6.18</td>
<td>1.25</td>
<td>2.64</td>
</tr>
</tbody>
</table>

Table 3: Experimental results of the mean-variance-based method and the proposed methods on NIST LRE07 dataset.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Training duration</th>
<th>0.9 λ</th>
<th>1.0s EER</th>
<th>1.0s Cavg</th>
<th>1.5s EER</th>
<th>1.5s Cavg</th>
<th>2.0s EER</th>
<th>2.0s Cavg</th>
<th>3.0s EER</th>
<th>3.0s Cavg</th>
<th>10s EER</th>
<th>10s Cavg</th>
<th>30s EER</th>
<th>30s Cavg</th>
</tr>
</thead>
<tbody>
<tr>
<td>X-vector (Baseline)</td>
<td>1-10s</td>
<td>-</td>
<td>21.50</td>
<td>29.92</td>
<td>15.43</td>
<td>23.61</td>
<td>12.51</td>
<td>20.83</td>
<td>8.94</td>
<td>15.36</td>
<td>4.12</td>
<td>8.34</td>
<td>2.73</td>
<td>5.90</td>
</tr>
<tr>
<td>Mean-var-based learning</td>
<td>1-10s</td>
<td>0.9</td>
<td>20.85</td>
<td>28.96</td>
<td>14.64</td>
<td>22.38</td>
<td>11.91</td>
<td>18.41</td>
<td>7.92</td>
<td>13.38</td>
<td>2.87</td>
<td>6.05</td>
<td>1.62</td>
<td>3.82</td>
</tr>
<tr>
<td>Mean-var-based learning</td>
<td>1-10s</td>
<td>0.7</td>
<td>20.67</td>
<td>28.46</td>
<td>14.64</td>
<td>22.44</td>
<td>11.77</td>
<td>19.02</td>
<td>8.02</td>
<td>14.27</td>
<td>3.75</td>
<td>7.51</td>
<td>2.18</td>
<td>4.90</td>
</tr>
<tr>
<td>Proposed 1 (mean from x-vector)</td>
<td>1-10s</td>
<td>0.5</td>
<td>20.34</td>
<td>29.29</td>
<td>15.11</td>
<td>22.52</td>
<td>12.56</td>
<td>20.16</td>
<td>8.62</td>
<td>15.60</td>
<td>3.61</td>
<td>8.64</td>
<td>2.46</td>
<td>5.46</td>
</tr>
<tr>
<td>Proposed 1 (mean from x-vector)</td>
<td>1-10s</td>
<td>0.7</td>
<td>19.32</td>
<td>27.13</td>
<td>13.67</td>
<td>21.01</td>
<td>10.94</td>
<td>17.76</td>
<td>6.91</td>
<td>13.29</td>
<td>2.97</td>
<td>6.31</td>
<td>1.85</td>
<td>3.99</td>
</tr>
<tr>
<td>Proposed 1 (mean from x-vector)</td>
<td>1-10s</td>
<td>0.9</td>
<td>18.95</td>
<td>27.13</td>
<td>13.67</td>
<td>21.01</td>
<td>10.94</td>
<td>17.76</td>
<td>6.91</td>
<td>13.29</td>
<td>2.97</td>
<td>6.31</td>
<td>1.85</td>
<td>3.99</td>
</tr>
<tr>
<td>Proposed 2 (mean from ResNet)</td>
<td>1-10s</td>
<td>0.9</td>
<td>18.67</td>
<td>26.26</td>
<td>13.48</td>
<td>20.30</td>
<td>10.89</td>
<td>17.02</td>
<td>6.86</td>
<td>12.51</td>
<td>3.01</td>
<td>6.60</td>
<td>2.04</td>
<td>4.66</td>
</tr>
<tr>
<td>Proposed 2 (mean from ResNet)</td>
<td>1-10s</td>
<td>0.7</td>
<td>18.72</td>
<td>26.48</td>
<td>13.53</td>
<td>20.41</td>
<td>10.84</td>
<td>16.92</td>
<td>7.18</td>
<td>12.58</td>
<td>3.29</td>
<td>6.82</td>
<td>2.13</td>
<td>5.05</td>
</tr>
<tr>
<td>Proposed 2 (mean from ResNet)</td>
<td>1-10s</td>
<td>0.5</td>
<td>19.05</td>
<td>27.78</td>
<td>14.13</td>
<td>22.11</td>
<td>11.31</td>
<td>18.99</td>
<td>8.16</td>
<td>14.98</td>
<td>4.17</td>
<td>8.67</td>
<td>3.06</td>
<td>6.30</td>
</tr>
</tbody>
</table>

Figure 4: Comparison of baseline, mean-variance-based method and proposed methods.

discriminative phonetic information based on the frame-level representations. The results showed that the proposed methods improved the performance not only on the short but also the long utterance test data.

Our experiment results showed that the proposed method is an effective method for LID tasks, especially for short utterance test data. Compared with the original x-vector method, the proposed method obtained significant improvement for both long and short utterance test data. For the short utterance dataset, i.e., 3s, of NIST LRE07, the proposed method obtained single system state-of-the-art performance.

5. CONCLUSIONS

In this paper, we investigated DNN-based embedding techniques, i.e., x-vector, for LID tasks and proposed a mean component-based feature compensation learning to improve the language identification performance on short utterances. The proposed mean-based feature compensation learning is expected to capture high-level abstract language information while retaining variance components to encode discriminative phonetic information for short utterances. Our experimental results showed that the proposed method is an effective method and obtained significant improvement for both long and short utterance LID tasks.
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