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Abstract

The primary characteristic of robust speaker representations is that they are invariant to factors of variability not related to speaker identity. Disentanglement of speaker representations is one of the techniques used to improve robustness of speaker representations to both intrinsic factors that are acquired during speech production (e.g., emotion, lexical content) and extrinsic factors that are acquired during signal capture (e.g., channel, noise). Disentanglement in neural speaker representations can be achieved either in a supervised fashion with annotations of the nuisance factors (factors not related to speaker identity) or in an unsupervised fashion without labels of the factors to be removed. In either case, it is important to understand the extent to which the various factors of variability are entangled in the representations. In this work, we examine speaker representations with and without unsupervised disentanglement for the amount of information they capture related to a suite of factors. Using classification experiments we provide empirical evidence that disentanglement reduces the information with respect to nuisance factors from speaker representations, while retaining speaker information. This is further validated by speaker verification experiments on the VOiCES corpus in several challenging acoustic conditions. We also show improved robustness in speaker verification tasks using data augmentation during training of disentangled speaker embeddings. Finally, based on our findings, we provide insights into the factors that can be effectively separated using the unsupervised disentanglement technique and discuss potential future directions.

1. Introduction

Speaker embeddings are low-dimensional representations of speech that capture speaker characteristics. They have numerous applications in tasks involving automatic speaker recognition, such as speaker diarization (identifying who spoke when) [1], voice biometrics [2], anti-spoofing [3] and personalized services such as in smart home devices [4]. Real-world speaker recognition requires that speaker embeddings capture speaker characteristics robust to all other attributes unrelated to the speaker’s identity, such as the acoustic conditions, microphone characteristics and (aspects of) lexical content in the speech signal.

The topic of extracting robust speaker representations invariant to various factors of variability has been widely studied in the literature. A powerful joint factor analysis (JFA) based approach was developed in [5], where speaker ‘supervectors’ were factored into speaker-independent, speaker-dependent, channel-dependent and residual factors. The goal was to separately model the different factors of variability. But it was found that the channel-dependent factors, which were expected to capture only the characteristics of the transmission channel, also contained speaker-related information [6]. To overcome this challenge, a total variability modeling (TVM) approach was proposed [7], where no distinction was made between the speaker and session variability factors. These speaker embeddings, called i-vectors, are further processed through additional channel compensation steps in the total variability space to minimize session variability [8, 9]. They have been shown to perform well on speaker verification tasks.

Recently, supervised speaker modeling techniques have been developed [10, 11]. These methods differ from the previous approaches in that they do not try to explicitly separate the factors of variability. The speaker representations proposed in [11], called x-vectors, are extracted from the bottleneck layer of a time-delay neural network, which was trained on a large corpus of augmented audio recordings to recognize speaker identity. They have been shown to outperform i-vectors for speaker verification, especially in utterances that are shorter than 10 seconds [12]. Systems employing x-vectors have achieved state-of-the-art performance in applications such as speaker verification [11] and speaker diarization [13]. Since x-vector systems were not trained to explicitly remove factors of variability, they retain information unrelated to the speaker identity [14, 15].

More recently, other approaches to obtain robust speaker embeddings have been proposed, where models were trained to induce robustness to specific factors of variability in a supervised fashion using additional labels of channel conditions [16, 17]. However, it is not practical to obtain such labelled data in real-world scenarios where the recording conditions or communication context are often unknown. In order to overcome this challenge, we recently proposed a method to disentangle speaker-related factors from the other factors unrelated to speaker identity without prior knowledge of the channel conditions [18]. The speaker embeddings proposed in [18] were obtained from x-vectors using an adversarial invariance induction technique. We showed improvements on speaker verification tasks using this approach of disentangling speaker-related factors from nuisance factors in the embeddings, without explicit supervision of the factors to be disentangled.

However, analysis of the effect of disentanglement on speaker representations has been under-explored. It is important to understand the extent to which the various factors are entangled in these representations to compare the performance of different speech embeddings for downstream tasks. Such analyses also provide valuable directions to improve the task-specific robustness of speech representations to various confounding fac-
The contributions of this work are as follows:

- Identify speech datasets to analyze the information encoded in speaker representations with respect to a suite of possible factors including speaker identity, gender, lexical content, emotion, sentiment, noise-type and recording channel.
- Assess the extent to which the speaker-related factors and factors unrelated to speaker identity are encoded in speaker embeddings with and without disentanglement, where disentanglement is achieved using the method proposed in [18].
- Show benefits of augmenting the data used for training the disentanglement models in further improving the robustness of speaker recognition.

### 2. BACKGROUND

Several works have studied the effect of intrinsic factors which are acquired by the signal during the speech production stage, such as the emotional content, lexical information, language [24–26]. Other studies have focused on extrinsic factors that are acquired at the signal recording stage [27]. These different factors of variability are entangled to varying degrees in the speaker representations.

Following [28], for ease of analysis, we categorize the factors into three distinct categories: channel factors which are encoded in the speech signal during the process of signal acquisition, such as background acoustic noise, microphone characteristics, room response and acoustic scene, content factors which encode information about the spoken content including its prosodic content, such as the lexical aspects, emotion, sentiment, language and accent [29], speaker factors which are inherent to the speaker, such as speaker identity, age and gender.

In Table 1 we summarize few of the exemplar factors belonging to these three categories. We also list the corpora that we have considered in this paper. In the following sections, we discuss the 3 different factors of variability in detail.

<table>
<thead>
<tr>
<th>Table 1: Factors in speaker embeddings and corpora used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factors considered</td>
</tr>
<tr>
<td>---------------------</td>
</tr>
<tr>
<td><strong>Channel factors</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Content factors</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Speaker factors</strong></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Channel factors: These factors have been extensively studied in literature in the context of speaker recognition. The goal of robust speaker recognition systems is to rid the speaker embeddings of these factors, while retaining the speaker-related factors. As mentioned in Section 1, early speaker recognition systems either attempted to decompose channel-dependent factors from the speaker-dependent factors during speaker mod-
3. METHODOLOGY

3.1. Baseline

We extract x-vectors using the publicly available pre-trained model\(^1\) and consider them as the baseline speaker embeddings trained without disentanglement. The x-vector model was trained on a large corpus of audio recordings to predict speakers. These audio recordings were further augmented by artificially adding background noise and music at varying signal-to-noise ratio levels. In order to simulate the effect of reverberation, the audio signals were convolved with various room impulse responses. As discussed in Section 2, since x-vectors were not trained with an explicit disentanglement stage, they retain information pertaining to factors unrelated to speaker identity.

3.2. Disentangled speaker embeddings

We employ the unsupervised adversarial invariance (UAI) technique, which was originally proposed in [33] and modified to disentangle the speaker factors from the other factors present in x-vectors [18]. The central idea behind the UAI technique is to project the input x-vectors into a split representation consisting of two embeddings, referred to as \(h_1\) and \(h_2\). While \(h_1\) is trained with the objective of capturing speaker-specific information, \(h_2\) is trained to capture all other nuisance factors. This is done by training two models in an adversarial fashion. The goal of one model, called main model, is to predict speakers using \(h_1\) as input and reconstruct the x-vectors using \(h_2\) as input. The second model, called the adversarial model, is trained to minimize the predictive power of \(h_1\) from \(h_2\) and vice-versa. The two models are adversarially trained in a minimax game fashion. The speaker prediction task forces \(h_1\) to capture speaker-related information, while the reconstruction task ensures that \(h_2\) captures information related to all factors. Further, a noisy version of \(h_1\) is used during the reconstruction task along with \(h_2\), so that the network learns to treat \(h_1\) as an unreliable source of information for the reconstruction, hence ensuring \(h_1\) does not contain information about factors other than the speaker.

Detailed explanation of the UAI method to disentangle speaker representations can be found in [18].

We trained two models using the UAI technique that differ in the training data used:

- M1: Trained without artificially augmented data
- M2: Trained with artificially augmented data

For consistency, we use the same model as proposed in [18], denoted M1. We developed the model M2 to investigate the benefit of artificially augmenting the training samples on the robustness of speaker embeddings.

3.3. Factor prediction

As mentioned in Section 2, to measure the extent of entanglement of the various factors in speaker embeddings, we designed classification experiments. In these experiments, the speaker embeddings were used as input to predict each factor of variability. Such a method of analysis assumes that if a factor is encoded in the speaker embeddings, a classifier can be trained to predict the factor using the speaker representations as input. Further, the classification accuracy can be considered a proxy for how well the factor has been encoded in these speaker embeddings [28].

\(^1\)https://kaldi-asr.org/models/m7

4. DATASETS

As mentioned in Section 2, we performed experiments on a number of publicly available datasets. Each dataset was chosen to enable the exploration of individual factors, while providing an analysis of how these factors are manifested in speaker representations on real-world data.

VOiCES: Recordings collected from 4 different rooms with microphones placed at various fixed locations, while a loudspeaker played clean speech samples from the Librispeech [35] dataset. Along with speech, noise was played back from loudspeakers present in the room, to simulate real-life recording conditions. Figure 1 shows one such room configuration and data collection setup where “Distractor” represents noise source and the circles represent the available microphones. This dataset was chosen for the availability of annotations regarding the acoustic conditions including noise types and microphone locations. We use the VOiCES corpus to evaluate speaker verification performance under various acoustic conditions. We perform our evaluations on the phase-2 release of the dataset to be consistent with the data used during the evaluation in VOiCES challenge [34]. This subset consists of recordings from 2 rooms collected using 20 microphones and contains 4 distinct noise types. We also use this dataset to explore the amount of information related to the speaker, room, noise and microphone type.

IEMOCAP: A multi-modal corpus consisting of video, audio, face motion, hand movements and text transcriptions. These modalities were recorded from 10 actors during scripted and enacted conversations. Annotations are provided for discrete and continuous emotion ratings. Following [15], we make use of a small subset consisting of the audio portion of the data with a single emotion label per utterance, leading to 1403 utterances corresponding to 4 discrete emotions, angry, sad, happy and neutral. This dataset provides the capability to investigate the amount of emotional information present in the speaker embeddings. Further, we use this dataset to perform speaker identification experiments to explore the speaker information present in the embeddings.

MOSEI: An audio dataset of more than 23000 YouTube videos annotated for emotion and sentiment. Audio from this corpus was used for the analysis of emotion and sentiment information captured in speaker embeddings. Since, the emotions elicited
in all the recordings were spontaneous, this database was useful to validate the generalizability of our analysis to real-world spontaneous data. We performed pre-processing of the raw labels provided in the corpus. Each audio recording in the dataset was annotated for scores corresponding to six emotion labels. We chose the emotion label with the maximum score for each audio recording. For sentiment analysis, we convert the labels provided in the dataset into 3 distinct labels, positive, negative and neutral sentiment.

 Mozilla: A publicly available corpus of crowdsourced audio recordings. It consists of transcribed text from multiple languages, from which we chose a subset of 4 languages (English, German, Mandarin and Turkish) for ease of analysis. The languages are chosen such that sufficient number of samples exist for each language. This corpus is used for the language prediction task.

 RedDots: Speech recordings collected from participants using their own audio recording device, typically a mobile phone. The dataset comprises recordings of participants reading out sentences, some of which were common across all the participants while the others were unique to each participant. To ensure that experiments involving lexical content factor were not confounded by variability due to speakers, we prune the data and obtain a small subset of recordings consisting of only the 10 common sentences spoken by all the speakers. This corpus is used for analysis of lexical content and also for the gender prediction task.

 Vox_clean: To ensure fair comparison with x-vectors baseline, we trained the models in [18] using a subset of the data that was used to develop the pre-trained x-vector models. It consists of a combination of the development and test splits of VoxCeleb2 [36] and the development split of VoxCeleb1 [37] datasets. Since the dataset is sourced from unconstrained recording conditions, there exists a huge amount of variability in terms of channel conditions and the content factors such as lexical and emotion content [38]. It consists of audio recordings corresponding to 1.23M utterances from 7323 distinct speakers. We refer to this subset as Vox_clean. We also augment this data by artificially adding noise following [11], using music and noise samples from the MUSAN corpus [39]. Artificial reverberation was simulated using room impulse response samples from https://www.openslr.org/. We refer to this augmented dataset as Vox_aug. This process doubled the amount of training data to 2.4M utterances keeping the number of speakers the same.

5. EXPERIMENTS

5.1. Speaker verification

5.1.1. Setup

We performed several experiments on the VOiCES dataset to verify the efficacy of disentanglement in making speaker embeddings robust to various factors of variability. Following [19] and [27], we experimented with several combinations of noise types and microphone locations to understand the effect of each factor on speaker verification performance. In a similar fashion as [18], we consider two distinct factors, noise conditions: none, babble, television and music, and microphone location: distant, close, clear and obstructed. By abuse of notation, we denote the disentangled embeddings by the same name as the model from which they were extracted, i.e., M1 and M2.

We apply dimensionality reduction using linear discriminant analysis (LDA) and score the speaker verification trials using a probabilistic linear discriminant analysis (PLDA) backend for all the embeddings obtained with and without disentanglement. The LDA and PLDA models were learnt on the training data for our proposed system, while for the baseline x-vector system we used the pre-trained models. For the embeddings extracted after disentanglement (both M1 and M2), we use a dimension of 96 after LDA (chosen based on speaker verification performance on the VOiCES challenge development portion), while for x-vectors we use 150 as the reduced dimension to be compatible with the pre-trained PLDA model. We also experimented with removing the LDA-based dimensionality reduction stage on the disentangled speaker embeddings.

Figure 2: DET curves of speaker verification task using different speaker embeddings with and without disentanglement in several (A) Noise Condition and (B) Microphone placements.
Table 2: Accuracy (%) of speaker embeddings to classify different factors. Robust speaker embeddings are expected to perform poorly for classifying non-speaker related tasks. The best model for each factor with respect to this criterion is shown in bold.

<table>
<thead>
<tr>
<th>Factors</th>
<th>Dataset</th>
<th>x-vector (512 dim)</th>
<th>x-vector + PCA (128 dim)</th>
<th>Ours: M1 (128 dim)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel factors</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Room</td>
<td>VOICES</td>
<td>99.8</td>
<td>99.7</td>
<td>97.3</td>
</tr>
<tr>
<td>Mic</td>
<td></td>
<td>91.0</td>
<td>83.3</td>
<td>57.4</td>
</tr>
<tr>
<td>Noise</td>
<td></td>
<td>94.9</td>
<td>92.2</td>
<td>76.2</td>
</tr>
<tr>
<td>Content factors</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emotion</td>
<td>IEMOCAP</td>
<td>91.5</td>
<td>91.7</td>
<td>80.9</td>
</tr>
<tr>
<td>Sentiment</td>
<td>MOSEI</td>
<td>62.4</td>
<td>61.5</td>
<td>60.4</td>
</tr>
<tr>
<td>Lexical</td>
<td>RedDots</td>
<td>53.9</td>
<td>53.0</td>
<td>49.3</td>
</tr>
<tr>
<td>Language</td>
<td>Mozilla</td>
<td>98.0</td>
<td>97.1</td>
<td>80.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>97.2</td>
<td>96.6</td>
<td>95.3</td>
</tr>
<tr>
<td>Speaker factors</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Speaker</td>
<td>VOICES</td>
<td>99.6</td>
<td>99.6</td>
<td>98.5</td>
</tr>
<tr>
<td>Gender</td>
<td>IEMOCAP</td>
<td>80.1</td>
<td>81.8</td>
<td>77.8</td>
</tr>
<tr>
<td></td>
<td>IEMOCAP</td>
<td>98.9</td>
<td>98.0</td>
<td>97.2</td>
</tr>
<tr>
<td></td>
<td>RedDots</td>
<td>99.0</td>
<td>99.5</td>
<td>97.6</td>
</tr>
</tbody>
</table>

5.1.2. Results

Figure 2 shows the detection error trade-off (DET) plots of the various speaker verification experiments with False Positive Rate (FPR) on the x-axis and False Negative Rate (FNR) on the y-axis. Each subplot compares four speaker embeddings, x-vector reduced to 150 dimensions using LDA (xvec lda-150), M1 reduced to 96 dimensions (M1 lda-96), M2 reduced to 96 dimensions (M2 lda-96) and M2 without LDA-based dimensionality reduction (M2 w/olda).

The first row of subplots in Figure 2 shows the DET curves across different noise conditions. We observe that in majority of the cases disentangled speaker embeddings obtain lower error rates at most operating points. In particular, for the television and babble noise conditions, which are considered challenging due their speech-like characteristics [27], we observed a respective absolute reduction of 2.2% and 1% in the equal error rate (EER). Furthermore, we observe that for the distant microphone scenario, speaker embeddings after disentanglement provide lower error rates at almost all operating points, with a 2.6% reduction in EER.

5.2. Probing analysis

5.2.1. Setup

As mentioned in Section 2, we analyze the extent of information present in the speaker embeddings with respect to various factors. For each factor that was analyzed, we extracted both x-vectors and disentangled speaker embeddings (denoted M1) from the corresponding dataset for that factor. We also reduce the dimension of x-vectors (denoted xvec+PCA) using principal component analysis (PCA), similar to [15]. This was done to match the dimension of x-vectors with that of the disentangled speaker embeddings, to ensure fair comparison with respect to embedding dimension.

We trained a classification model for each factor using a simple feed-forward deep neural network. The classifier contains of 4 fully connected layers with 256 hidden neurons and ReLU activation function in between. Similar to [15], we use L2 regularization, Adam optimizer with learning rate $\text{lr} = 0.0002$, and an early-stopping criterion monitored by the loss on validation set. The classifier models were trained to predict the factor with the speaker embeddings as input.

For the IEMOCAP dataset, for fair comparison, we use the same train and test split as in [15]. For the RedDots dataset, in the lexical content analysis task, for each speaker we randomly split 80% of the data into training, 10% into validation and 10% as test part. In the gender classification task, based on the previous split, we further perform minority class sub-sampling to balance the data for each gender.

Results summarizing the classification performance of the speaker embeddings with and without disentanglement are reported in Table 2, where the accuracy (%) values were rounded to the nearest decimal.

5.2.2. Channel factors

We explore three different channel variability conditions: microphone id, noise and room type. We trained classifiers to predict the microphone at which the recording was collected given the speaker embeddings extracted from a recording. We built classifiers to predict the noise type from the speaker embeddings. We also trained classification models to predict the room in which the recordings were made, using speaker embeddings as input.

Results

We observe from Table 2 that there is a fairly large difference in the predictive power of x-vectors and disentangled speaker embeddings (M1) when classifying microphones and noise types. This suggests that the disentanglement method is able to successfully reduce the channel information from speaker representations. However, all embeddings perform well in predicting the room. It is unclear if this behavior is due to an unknown factor of variability between the rooms.

5.2.3. Content factors

Experiments were performed to analyze the information related to four different content factors, lexical content, emotional content, sentiment and language identity using the corresponding corpora mentioned in Table 1.

Results

Results on lexical content prediction show an 18% reduction in classification accuracy upon disentanglement of x-vectors, suggesting the successful reduction in lexical information from...
speaker embeddings. Results for emotion classification show a 10% reduction in accuracy on the IEMOCAP dataset. The results on MOSEI dataset show a similar trend of reduced accuracy in M1 for the emotion classification tasks, though the difference is not as substantial. For the sentiment classification task, there is an absolute 5% reduction in accuracy after disentanglement. Finally, with respect to language prediction, all the embeddings perform well, with a minor decrease in accuracy when disentangled representations are used.

5.2.4. Speaker factors

To analyze the speaker-related information present in the speaker representations, we performed separate experiments to predict the speaker identity and speaker gender. We used the speaker labels in the VOiCES dataset from which 10 speakers were randomly chosen for the speaker identification task. We trained classifiers to predict the speaker identity given the speaker embeddings. We also performed similar classification experiments on the IEMOCAP dataset. We also trained classifiers on the RedDots dataset to make binary gender predictions using the speaker embeddings as input.

Results

For the speaker id task on the VOiCES dataset, we observe that M1 performs almost on par with x-vectors, and close to 100% accuracy, suggesting that speaker identity is retained during the disentanglement process. This result complements the speaker verification performance, see Section 5.1.

We further observe a similar trend for the gender prediction task on the RedDots dataset, where all the speaker embeddings achieve close to 100% accuracy. This is consistent with past work [14,28].

However, results on IEMOCAP did not follow the same trend, though the differences in performance are small. The reason for this could be the implicit co-dependence between the emotions and the speaker labels in the dataset. In order to test this, we conducted hypothesis testing on the contingency table using a chi-squared test\(^2\) for the sample frequencies of the emotion and speaker variables in the IEMOCAP dataset. This test \((\rho < 0.001)\) revealed that the two variables were dependent in this dataset. This makes it difficult to disambiguate the effects of one factor on the other. Furthermore, we noticed that a few audio recordings contained overlapping speech leading to noisy speaker labels.

5.3. Discussion

We offer the following insights based on our evaluations using x-vectors and disentangled representations:

- Channel factors can be effectively removed from speaker embeddings using unsupervised disentanglement. It further improves robustness of the embeddings for speaker recognition tasks in challenging acoustic conditions. This is consistent with our previous findings
- The emotional content information is also minimized from speaker embeddings during disentanglement, even though emotion labels were not used during training. This can be explained based on the findings in [38], where it was shown that audio recordings in the Voxceleb dataset contain expressive speech.
- PCA on x-vectors to reduce dimensionality does not have a significant effect on the prediction performance. This suggests that explicit disentanglement is beneficial over simple dimensionality reduction techniques.
- Disentanglement of speaker embeddings retains gender-related information. This suggests that speaker gender, as captured in these representations, is a crucial part of the speaker’s identity. If removal of gender factor from speaker representations is desired, then other joint modeling approaches need to be explored. Further, other individual attributes such as age should be investigated in a similar manner.
- Consistent with past literature in this domain, we observe that additional data augmentation further improved the performance on the speaker verification task. However, in the context of disentanglement, data augmentation did not reduce the information of the nuisance factors. In our future work, we wish to investigate if informed data augmentation for individual nuisance factor can help disentanglement.

6. Conclusion

In this work, we showed that disentanglement of neural speaker representations helps improve robustness of speaker embeddings on speaker verification tasks in challenging acoustic conditions. We further showed through experimental evaluation on several datasets and a suite of factors that disentanglement reduces the amount of information encoded in the speaker embeddings that is not related to speaker identity, while retaining speaker-related information. We hope that these findings will offer novel research directions to develop robust speaker recognition systems.

7. References


---

\(^2\)H\(_0\): the two variables of the contingency table are independent. Reject H\(_0\) if \(p < \alpha\) with \(\alpha = 0.01\).


