Abstract

As large spoken language corpora become available, we revisit previous analyses based on smaller datasets and verify whether the conclusions generalise to the new data. In this paper, we present an analysis of speaking style variation in French, based on a large-scale corpus (450 hours, 2500 speakers), and compare it with previous analyses that were based on smaller corpora. The corpus is segmented at the phonetic, syllabic and word level; automated annotation in parts-of-speech and syntactic dependencies was performed, enhancing existing annotations; and a multitude of acoustic and prosodic features are automatically extracted. Statistical analysis (clustering, PCA) is performed to explore the characteristics of speaking styles, individual variation, and the discriminatory power of different sets of prosodic and linguistic features. We also endeavour to model the relationship between prosodic units and syntactic units, on various levels of granularity, and we explore congruency and mismatch between these units as a method to discriminate speaking styles.

Index Terms: speaking style, prosodic variation, classification and clustering of speaking styles, prosody-syntax interface

1. Introduction

Situational variation, i.e. the linguistic variation related to differences in communicative situations, is important for the study of language and speech. The systematic study of such variation, in the crossroads between sociolinguistics and phonetics/phonology, is the domain of socio-phonetics. Speaking style variation is being actively explored, and the dichotomy between "laboratory speech" and "natural speech" has been questioned [1]. Speaking style is determined by the situational context and by individual characteristics ([2], [3], [4]). The situational context is best described using multiple dimensions (cf. the model proposed in [5]) rather than binary distinctions (e.g. "formal" vs. "informal").

The effects of speaking style on the prosodic features of speech are studied through corpus-based studies (e.g. [6], [7]), sometimes with a view to a specific application such as the automatic classification of speaking styles (e.g. [8], [9]), the description of atypical speech (e.g. [10]), or in an attempt to characterise the dynamics of conversational interaction (e.g. [11], [12]).

As larger spoken language corpora become available, it is possible to revisit previous analyses that were based on smaller corpora, in order to verify whether the findings generalise to the larger dataset, and to perform more fine-grained analyses. This paper presents a study on a large corpus of spoken French (see section 2.1) and its methodology is inspired from [6]. We also present findings related to the relationship between prosodic and syntactic segmentation, across speaking styles, based on the same corpus.

2. Methodology

2.1. Corpus

The present study was performed on the spoken part of the Corpus d’Etude pour le Français Contemporain (CEFC) corpus [13]. This is a collection of French spoken language corpora from various sources ([14], [15], [16], [17], [18], [19]) that have been homogenised, transcribed, annotated automatically for parts-of-speech and dependency syntax, and have been approximately aligned to the word level. The composition of the corpus is presented in Table 1. The corpus contains 900 samples, has a duration of 300 hours, and covers more than 2500 speakers. Its length is approximately 3.7 million tokens, which after phonetisation correspond to approximately 4.6 million syllables.

<table>
<thead>
<tr>
<th>Speaking Style</th>
<th>Nb</th>
<th>Dur</th>
<th>Spk</th>
<th>Syll</th>
<th>Tok</th>
</tr>
</thead>
<tbody>
<tr>
<td>Private</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Activity</td>
<td>10</td>
<td>2.5</td>
<td>14</td>
<td>21.4</td>
<td>27.4</td>
</tr>
<tr>
<td>Conversation</td>
<td>174</td>
<td>65.5</td>
<td>488</td>
<td>902.5</td>
<td>1075.2</td>
</tr>
<tr>
<td>Dining</td>
<td>12</td>
<td>8.0</td>
<td>39</td>
<td>102.0</td>
<td>120.7</td>
</tr>
<tr>
<td>Interview</td>
<td>351</td>
<td>137.2</td>
<td>829</td>
<td>1672.3</td>
<td>2076.4</td>
</tr>
<tr>
<td>Narration</td>
<td>37</td>
<td>8.3</td>
<td>43</td>
<td>89.4</td>
<td>111.7</td>
</tr>
<tr>
<td>Total</td>
<td>900</td>
<td>303</td>
<td>2594</td>
<td>5668.4</td>
<td>4556.9</td>
</tr>
</tbody>
</table>

Table 1: Composition of the CEFC corpus: number of samples, duration (in hours), number of speakers, syllables (in thousands) and tokens (in thousands).

Due to the fact that the CEFC corpus has been composed from various sources, a large variety of communicative situations are represented. In order to organise the samples, the meta-data of the CEFC corpus use four main dimensions: domain (public or private), type/genre (providing a broad description of the activity or the communicative situation), context (e.g. friendly, family, business, political, academic, etc.) and channel (in public, face to face, radio, TV, telephone). A distinction is also made between monologues, dialogues and multi-party conversations. We have combined the domain attribute with the type/genre attribute (grouping some communicative situations that are under-represented), in order to arrive at the categorisation in speaking styles presented in Table 1. In this paper, we present our results (mainly) across this grouping of genres or speaking styles; however further analyses can be performed on the more detailed sub-genres.
2.2. Data Processing

Initially, and in order to improve the performance of the automatic text-speech alignment, a restoration and enhancement procedure was applied to all audio samples of the corpus, using iZotope RX 6 Audio Editor. The following filters were applied in sequence: de-clip (restore clipped samples at high quality), de-click (remove random clicks), de-hum (remove hum noise and harmonics), voice de-noise (adaptive noise reduction), equaliser match (using the “full dialogue” preset) and leveller (normalisation of audio levels, respecting dialogue dynamics). The corpus meta-data (TEI-encoded XML files) and annotations (CoNLL-U files with speaker information and the approximate alignment time codes) were all imported into an SQL database using the corpus management software Praaline [20] for further processing.

A phonetic transcription with pronunciation variants was produced from the orthographic transcription, and was aligned at the phone, syllable, word and utterance levels, using Praaline’s Forced Aligner; for French, it uses Kaldi [21] for speech recognition and a pronunciation lexicon based on GLAFF [22].

The corpus was re-annotated using DisMo [23] producing part-of-speech tags and an automatic detection of disfluencies and multi-word units; this annotation was combined with the original annotation in dependency syntax. The aligned corpus was analysed using ProsoGram [24], which detects the vocalic nucleus of each syllable based on its intensity and voicing; the F0 curve is then stylised into a pitch curve (of static and dynamic tones) based on a perceptually-grounded approach. We subsequently applied the plug-in Promise in order to perform an automatic detection of prosodically prominent syllables [25] and an automatic detection of major and minor prosodic boundaries [26]; the statistical algorithms of Promise have been trained on manually annotated French corpora, as detailed in the tool’s references. An automatic segmentation in prosodic units (intonation phrases and accentual phrases) has been performed on the basis of these annotations, and is correlated to the syntactical annotation as outlined in section 3.4.

We have finally used the statistical analysis tools in Praaline (Temporal Analysis, Prosodic Profile, and Units) in order to extract multiple acoustic and prosodic features (measures) for each corpus sample and each speaker’s participation in each sample. These measures can be grouped as follows: temporal measures (e.g. pause duration, speech rate); conversational dynamics measures (length of turns, gaps and overlaps); pitch measures (e.g. pitch register and dynamic movements); prominence measures; and unit-related measures (prosodic units, syntactic units and their correlation). The database from Praaline was linked to the R statistical software [27] for analysis.

3. Results

In the following, we present some statistically significant results based on the genre classification, for each group of prosodic descriptors.

3.1. Temporal Features

The articulation ratio (percentage of sample time when a speaker is articulating speech) per speaking style is plotted in Figure 1. The “priv-narration” style (spontaneous narration of personal experiences), as well as the “prof-narration” style (professionally narrated fairy tales) have lower ratio, indicating longer silent pause time. A similar observation can be made for the “prof-lesson” style (academic lectures and school lessons), as well as the “prof-public speech” style (where pauses are mainly used for rhetorical effect). The results with respect to articulation rate (articulated syllables per second) are presented in Figure 2: we also observe that professional narration has a lower rate, while the differences between the other speaking styles remain minor (variability is also higher in spontaneous conversations).

The number of filled pauses (normalised to the number of tokens) is presented in Figure 3 and is a prosodic descriptor that discriminates those speaking styles (and sub-genres) that have a low degree of planning, or no previous planning at all (e.g. conversation, whether in a private or professional setting, interviews). However, we observe that filled pauses (and the results are similar for other types of disfluencies) are present in all speaking styles (with the exception of pre-planned professional narration).
3.2. Conversational Dynamics

With respect to conversational dynamics, Figure 4 shows the mean duration (in seconds) of a turn of speech. The differences between more and less interactive speaking styles can thus be observed, especially if the turn duration is combined with the percentage of overlaps and gaps (i.e. silences between turns of different speakers), across styles, shown in Figure 5.

![Figure 4: Mean turn duration (s) per speaking style.](image)

![Figure 5: Conversational dynamics per speaking style.](image)

3.3. Intonation

Figure 6 shows the distribution of pitch trajectory per channel of communication (this measure is calculated as the sum of absolute pitch intervals within syllabic nuclei, divided by duration, and it is measured in semitones per second). We observe that the two media-related activities (radio and TV) have larger trajectories, which can be explained from the adoption of a more expressive style by professional presenters.

![Figure 6: Pitch trajectory (ST/s) per channel.](image)

3.4. Prosody-Syntax Interface

The CEFC corpus is annotated for syntax, using a simplified dependency syntax framework. The syntactic annotation of spoken language presents difficulties and choices have to be made regarding the treatment of sentence fragments, parentheticals and disfluencies. For that reason, in the present study we have used the provided annotation and limited the analyses to the relationship between major syntactical segments (i.e. complete dependency units) and prosodic segments. The dependency annotation defines "sentence-like units" (SU) and their size in syllables, across speaking styles, as shown in Figure 7.

![Figure 7: Number of syllables per sentence unit, per speaking style.](image)

![Figure 8: Relationship between prosodic and syntactic units, per speaking style.](image)
Based on the automatic detection of prosodic boundaries and prominent syllables, we annotate the corpus in prosodic units (PU): intonation units and accentual units. There are congruences and mismatches between these units, giving four possible configurations: one PU corresponding to one SU (1:1), one PU spanning multiple SUs (1:m), multiple PUs produced for one SU (n:1) and a series of mismatches of prosodic/syntactical boundaries that leads to multiple PUs corresponding to multiple SUs (n:m). This method of analysis is similar to the ones previously presented by [7] and [28] for smaller multi-genre corpora of French. The results of the analysis of the congruence and mismatch between major syntactical and prosodic units, across speaking styles, are shown in Figure 8. As speaking styles are characterised by differences in speech planning, these affect the length of syntactic structures, and the number and length of silent pauses (the main acoustic correlate of major prosodic boundaries); we can therefore use the metrics of congruence/mismatch of units in order to differentiate between styles.

3.5. Principal Component Analysis

We have confirmed that no unique prosodic parameter is sufficient to differentiate between speaking styles. Given that many of the extracted measures are highly correlated, we proceed by applying a Principal Component Analysis, that reduces the set of measure to a small set of linearly uncorrelated principal components (each principal component is a linear combination of the initial measures). The PCA results indicate that the first 2 principal components (PCs) explain 25.1% of the variance, the first 4 PCs explain 44.6% of the variance, and 8 PCs explain 71.0% of the variance. Compare these results with the ones reported in [6] (with 9 speaking styles and 105 samples), where the first 2 PCs explained only 43% of the variance and the first 8 explained 78.2%.

Figure 9 shows a plot of the individual points (each representing the participation of a speaker in a corpus sample), colour-coded by speaking style, and plotted with the first 2 principal components (PC1 on the x axis and PC2 on the y axis). Confidence ellipses (plotted in Figure 10) indicate the variability of each speaking style: we can thus observe that some speaking styles are highly homogeneous (e.g. media presentations), while conversations and sociolinguistic interviews have a higher variability.

Figure 10: First two principal components and confidence ellipses per speaking style.

By analysing the contribution of each measure in each PCA dimension, we observe that PC1 is related to interactivity (turn changes, overlaps), PC2 captures global pitch characteristics (e.g. pitch range), PC3 captures the degree of expressiveness (e.g. pitch trajectories, rises and falls) and PC4 captures the temporal characteristics (articulation ratio, median duration of silent pauses and speech rate).

4. Conclusion and Perspectives

In this article we have presented an exploratory descriptive analysis of the prosodic variation of speaking styles in a large-scale corpus (300 hours, more than 2500 speakers) of French. While the general tendencies of previous studies on smaller corpora are largely confirmed, the analysis on these “big data” indicates that a much more nuanced approach to speaking style variation is necessary: some communicative situations have very specific constraints (e.g. professional speech in the media, or political public speaking, but also impromptu narrations of personal experiences) that influence multiple prosodic parameters and are thus easier to classify; however, the individual variation in spontaneous conversation, or even sociolinguistic interviews is high. This finding from a big-corpus study reinforces the calls for even more diversity in speech research: an effort must be made not only to study prosodic phenomena across speaking styles, but also to embrace individual variation in the analyses.

In a study similar to the present one, Ryan and Liberman [9] attempt to select a set of prosodic measures that can be automatically extracted and used for a multi-dimensional characterisation of a large variety of speech datasets, in English, Spanish and Chinese. Provided that both the data and the processing tools are open and freely available, it can be envisaged to combine these studies, in order to gain insight into cross-linguistic differences.

In future studies, using the enhanced version of the CEFC corpus, we envisage a more detailed analysis of the prosody-syntax interface (exploring multiple levels of constituents inside sentence units); an exploration of alternative methods to describe speaking styles (different dimensions); and extending the extracted features (especially in the segmental level). Finally, our work has enriched and improved the annotation of a large corpus of spoken French (the corpus is available under the Creative Commons license, and our work is made available under the same conditions).
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