Listeners and Lookers: Using Pitch Height and Gaze Duration for Inferring Mental States
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Abstract

Pitch height and gaze duration are used to infer other people’s mental states, e.g. their attentional focus, attitudes or emotions. To shed light on the interplay of these two cues we varied pitch height in German utterances and gaze duration in a paradigm including a virtual character and different objects. At a group level, greater pitch height and longer gaze duration on a given object similarly increased participants’ ratings of the perceived importance of that object to the virtual character. At the individual level, most participants showed a tendency to be influenced predominantly by only one of the two channels (pitch or gaze). The data suggest a high interindividual variability in the employment of the different, potentially competing nonverbal cues used in estimating the thoughts and judgment of another person.

Index Terms: pitch height, gaze duration, mental state, individual behavior, prominence

1. Introduction

Interaction substantially relies on complex and multimodal nonverbal communication [1]. Meaning can be conveyed and extracted in speech material beyond lexical content on the basis of prosody [2]. In the visual domain, gaze behavior plays a crucial part in conveying and inferring information in social communication [3]. Both of these types of nonverbal cues, prosody and eye gaze, provide us with important information in their respective domain. We can make use of them to infer others’ mental states, e.g. their attentional focus, attitudes or emotions. In complex social encounters, most often a combination of more than one channel is involved.

1.1. Intonation as a key to inferring mental states

Prosody can be used to indicate that something is important, new or in the focus of attention, be it an aspect of conversation, or an object in the environment. In German this is achieved through pitch accent placement and type, cued primarily by fundamental frequency, perceived as pitch [4]. For successful communication, speakers take into account what the listener already knows (‘givenness’) and then apply prosody appropriately [5]. For listeners, pitch is especially relevant to the perception of prosodic prominence [6], indicating how far something is marked as important [7]. Even without speakers intentionally conveying this information, they may inadvertently transmit inferable prosodic cues to what is important in the current situation or to the speakers themselves [8]. Thus, not only ‘face-value-importance’ is communicated prosodically. Rather, by successfully decoding prosodic information, listeners can infer a speaker’s intentions, thoughts and feelings; emotional states can also be encoded and decoded prosodically [9], [10].

1.2. Gaze as a key to inferring mental states

Gaze behavior is a very strong signal by which we express our inner experience. We direct our eyes towards objects we pay attention to and inform others about whether these objects are of general interest or importance in a specific situation [11], [12]. From an early age, our gaze is drawn towards new objects [13], which are likely to be more interesting and informative. We are also able to interpret observed gaze behavior. Another person’s directed gaze can lead the observer to attend to the same direction [14]. Gaze directed towards objects can help us understand which object might be especially important in a given situation [15]. Moreover, gaze direction and duration are indicative of preferences [16], [17]; we tend to look longer and more often at preferred stimuli compared to non-preferred stimuli. Crucially, observers are able to interpret gaze duration [18] and direction [19], [20] towards preferred or desired objects.

1.3. Integrating visual and auditory cues

In real life, we are forced to make sense of complex stimuli from many different sources of information and to integrate them into a coherent representation of what is being communicated. A combination of auditory and visual information can be helpful in the interpretation of a message if the incoming information is difficult to understand (e.g. due to noise [21]), but can also be detrimental if both channels provide conflicting information [22]. Likewise, acoustic and visual information are integrated to infer how important a particular object might be for another person. Visual information, such as head nods or eyebrow raises, can increase prosodic prominence perception if it is already present, thus indicating an additive effect of visual and auditory information for prominence ratings [23]. When asked to identify prominent elements of spoken sentences presented in video sequences, the upper half of the head including the eye region is particularly informative [24]. However, it is unclear how exactly prosodic prominence and gaze are used to infer another person’s mental states, e.g. importance ratings.

1.4. Study Design and Hypotheses

In the current study, we systematically compare the effect of the two information channels, prosodic prominence and gaze behavior, on the perceived attitude of an agent, i.e. a virtual character towards objects in her environment (importance judgement). More precisely, we manipulate pitch height and gaze duration, both allegedly attributable to the virtual character. Participants are asked to rate how important the object present...
in the current situation is to the ‘person’ represented by the virtual character. We expected participants’ perception of the virtual character’s mental state to be affected by both a higher pitch excursion on the word referring to an object (suggesting a more prominent pitch accent type) and longer gaze duration of the virtual character towards that object. Specifically, we expected to find an increase of participants’ ratings of importance of the object for the virtual character if the object was presented with a more prominent accent type and/or longer gaze duration compared to a less prominent accent type and shorter gaze duration. As it has been reported that less frequent words elicit greater prominence perception [25, 26], we also expected word frequency to have a general influence on ratings.

2. Material and Methods

We tested both the individual and combined influence of pitch height and gaze duration on participants’ ratings of the importance of objects for a virtual character. We presented 106 different video sequences of a virtual character’s face positioned above an object with a duration of 6.6 s. Depicted objects were different in each trial and each object was presented only once. One female virtual character was presented, corresponding to recordings from one female speaker. The movements performed by the agent were limited to the eyes. The agent’s attention towards the object suggesting high importance was operationalized as an auditorily presented utterance with a higher pitch excursion and a longer gaze duration directed towards the object.

2.1. Experimental design

We systematically varied the factors ‘pitch height’ and ‘gaze duration towards the object’ on two levels. Pitch height on the accented syllable was either comparatively low or high. Gaze duration towards the object was either comparatively short (0.6 s) or long (1.8 s). Thus, we effectively created four conditions establishing a 2 x 2 experimental design: low pitch and long gaze, low pitch and short gaze, high pitch and short gaze, high pitch and long gaze.

2.2. Selection of objects

We selected 106 different images of objects from a pre-established and well-characterized set of images [27] based on their referential expressions. To reduce any possible influence of the number of syllables on the perception of word prominence, we only selected words with two syllables and penultimate stress. These were most frequent in the set and allowed us to avoid any interference effects due to word boundary effects. Additionally, we partly excluded well-known and often used homonyms.

2.3. Auditory stimulus material

Auditory stimuli comprising the German two-syllable words denoting the 106 different objects including the definite article (e.g. “der Toaster”: “the toaster”) were created from an H*-accented rendition of each of the 106 target phrases produced by a trained female speaker. An analysis of H* and L+H* on a subset of target words by this speaker indicated that she mainly modulated F0-peak height in differentiating between these two categories. Recordings took place in a soundproof booth, using an AKG C420L headset microphone connected to a computer running Adobe Audition via a USB audio interface (PreSonus AudioBox 22VSL). Stimuli were recorded with a sampling rate of 44100 Hz, 16 bit. We subsequently edited F0-peak height on the target words, so as to obtain a lower and a higher pitch peak (henceforth low and high), with a difference of 45 Hz. As other parts of the pitch contour were unchanged, higher peaks led to greater pitch excursions. Stimuli were tested for ‘naturalness’ and accent type by six trained phoneticians. Stimuli produced for the ‘low’ and ‘high’ condition were rated as sounding natural in 92.14 % and 74.37 % of cases, respectively, and were rated as H* and L+H*, respectively, in 83.65 % and 78.46 % of cases. The resulting speech stimuli were normalized to equal loudness. F0 was edited using smoothing [28], stylisation and resynthesis [29]. Examples are provided in the online multimedia files.

2.4. Visual stimulus material

Video sequences were created by arranging a picture of the female virtual character and an image of one of the 106 different objects in a vertical fashion (Figure 1). At the beginning and the end of the video, the agent exhibited idle gaze behavior, i.e. she performed gaze movements directed towards random locations in the environment. The agent fixated neither the object nor the participant during these phases.

![Figure 1: Still of an example video.](image)

After 2.0 s, the virtual character looked at the participant for 1.0 s. This gaze was included to induce the experience of mutual interaction between virtual character and participant [30]. Subsequently, the virtual character directed her gaze towards the object (Fig. 1). This fixation lasted either 0.6 s (short gaze conditions) or 1.8 s (long gaze conditions). These durations are based on findings from human-robot interaction regarding different gaze durations and their perception [31]. Afterwards, the agent looked at the participant again. This gaze sequence (participant, object, participant) was preceded and followed by a blink, i.e. the agent’s eyes closing for 0.1 s to simulate naturalistic blinking behavior. In addition, some video animations included an additional blink during one or both of the first and second idle, non-communicative phases. After the described gaze sequence, the virtual character continued gazing at random locations until the end of the video, lasting for either 2.0 or 0.8 s depending on short or long gaze conditions, so as to keep the total presentation duration of the object image of 6.6 s constant across videos. All images of the agent’s face were taken from a study investigating the perception of gaze direction [32].

Video creation and integration of auditory stimuli was carried out using Python [33] and the FFmpeg module [34]. We created a total of 424 videos (106 per condition). Example videos are provided in the online multimedia files.
2.5. Participants and procedure

We recruited 64 monolingual native German speakers aged between 18 and 65 via an online platform (www.prolific.ac). They were reimbursed with 3.25 Euro for their participation. The study was performed in SoSci Survey [35]. Participants were instructed to imagine that the utterances they perceived were produced by the character on screen. They were informed that the character can convey the importance of the object. Participants were then instructed to answer the same question after each trial: “How important is the object to the virtual character?” (German: “Wie wichtig findet die Figur das abgebildete Objekt?”). Participants were presented with half of the stimuli to keep the task short. Each trial consisted of a video and its subsequent rating. Items were presented in randomized fashion. Each video sequence was followed by a screen asking for the rating on a scale from 1 to 4: 1=“not important at all”, 2=“rather unimportant”, 3=“rather important”, 4=“very important”.

2.6. Analysis

Data was analysed with R [36] in RStudio [37]. A Bayesian ordinal model (package ‘brms’ [38]) was fitted to the data. Fixed effects for participants’ ratings were ‘gaze duration’, ‘pitch height’, their statistical interaction and the logarithmized and z-transformed values for word frequency of the objects in German [39]. As random effects, we included random intercepts and slopes for the ‘subject’ effect, and random intercepts for the ‘object’ effect. A weakly informative prior was used (intercept prior: normal distribution, M = 2.5, SD = 1.5; slope priors: normal distribution, M = 0, SD = 2; SD prior: normal distribution, M = 0, SD = 2). The model ran with four sampling chains of 12,000 iterations each and a warm-up period of 2,000 iterations.

3. Results

The condition characterized by low pitch height and short gaze duration yielded the lowest mean ratings. The condition with both high pitch and long gaze duration yielded the highest mean ratings. The conditions with either increased pitch height or longer gaze duration yielded mean ratings in a middle range between the two aforementioned conditions. Mean ratings within the four conditions corroborated the initial hypotheses (Fig. 2).

Overall, there is strong evidence for our model as opposed to the model not including the factors ‘pitch height’ and ‘gaze duration’ (BF10 = 1000). Higher pitch increased the ratings by 0.56 standard deviations (SD) on the latent rating scale, 95% CI = [0.33, 0.79]. Likewise, longer gaze duration also increased the ratings ($\hat{\beta} = 0.65$, 95% CI = [0.39, 0.91]). In this study, both effects had comparable effect sizes. Their statistical interaction did not affect ratings ($\hat{\beta} = 0.02$, 95% CI = [0.14, 0.18]). Higher word frequency increased the ratings ($\hat{\beta} = 0.06$, 95% CI = [0.01, 0.12]). The random subject effects were considerable in the model (random intercepts: $\hat{\beta} = 0.57$, 95% CI = [0.47, 0.70]; random effect of pitch height: $\hat{\beta} = 0.87$, 95% CI = [0.71, 1.06]; random effect of gaze duration: $\hat{\beta} = 1.02$, 95% CI = [0.83, 1.24]); except for the random interaction effect ($\hat{\beta} = 0.12$, 95% CI = [0.00, 0.35]), which was not statistically robust. The random object effect, however, was statistically robust ($\hat{\beta} = 0.18$, 95% CI = [0.11, 0.24]).

3.1. Explorative analysis of individual behavior

At the individual level, the effects of pitch height and gaze duration accounted for a change of 0.87 and 1.02 SD on our rating scale, respectively. Therefore, we further investigated to what extent the factors predicted the ratings for each individual participant. Figure 3 shows the individual slope coefficients for the two factors for each subject. Participants’ ratings tended to be influenced by either ‘pitch height’ or ‘gaze duration’ rather than by both factors in combination. This was mirrored by a negative correlation ($\hat{\beta} = -0.48$, 95% CI = [–0.68, –0.23]) of the factors ‘pitch height’ and ‘gaze duration’ within the random subject effect.

To identify possible subgroups based on cue ‘preference’, we applied a hierarchical cluster analysis [40] using Euclidian distance and Ward’s method. The resulting classification suggested a two- or three-cluster solution. The clustering is included in Fig. 3, showing the three distinct groups. Due to the degree to which participants took into account pitch height and gaze duration for their ratings, we labelled them ‘Listeners’, ‘Lookers’ and ‘Neither’. In the two-cluster solution, ‘Listeners’ and ‘Neither’ clustered together.

![Figure 2: Distribution of participants’ mean ratings of stimuli. The range of the y-axis equals the total rating scale (1-4). Diamonds indicate means across subjects.](image)

![Figure 3: Individual slope coefficients for pitch height (x-axis) and gaze duration (y-axis) by participant.](image)
4. Discussion

We investigated how participants’ ratings of the ascription of a ‘person’s’ attitude, here the perception of object importance, were affected by pitch height (of utterances referring to target objects) and gaze duration (directed towards target objects by the virtual agent). According to our initial hypothesis, both factors substantially affect the ratings of participants.

The condition characterized by low pitch height and short gaze duration towards the object resulted in the lowest mean ratings of importance. Highest mean ratings were registered for the condition characterized by high pitch and long gaze duration. The mean ratings for the two ‘mixed’ conditions in which only one of the two signals indicates importance were in the medium range between these two extremes. The effects of pitch height and gaze duration on participants’ ratings presented as similar and statistically robust in our analysis. Our findings corroborate previous findings showing that acoustic and visual cues are relevant sources from which the mental states of others can be inferred [8], [9], [18], [19]. Interestingly, most participants were influenced by only one of the two cues, dividing the whole group into either ‘Listeners’, ’Lookers’ or ‘Neither’.

Our data do not provide evidence for interactional effects of pitch height and gaze duration in the current task. This is in line with previous studies investigating the interplay of prosody and visual body cues and showing no interaction of the two: Only an additive effect of eyebrow raises and pitch accents was shown for the perception of word prominence [23] whilst no interactional effect of general visual facial information and prosody on prosodic prominence ratings was observed [24]. In our study, participants tended to not take into account both at the same time, so that we cannot conclude that effects in our study add up to contribute to the perception of object importance to the virtual agent.

Higher word frequency was associated with higher importance ratings. At first glance, this seems to contradict the observation that infrequent words elicit higher prominence perception [25], [26]. However, in our dataset, word frequency was intertwined with other properties that also affect the perception of importance: the five most frequent words in our dataset were the German words for ‘car’, ‘key’, ‘eye’, ‘plane’ and ‘finger’. The five least frequent words were the German words for ‘spinning wheel’, ‘door knob’, ‘seal’, ‘spinning top’ and ‘roller skate’. We assume that relevance for everyday life affected the ratings, so that word frequency and general importance were correlated in our study. Taking a look at the five most important-rated items (‘key’, ‘traffic light’, ‘spoon’, ‘brush’, ‘sun’) and the five least important-rated items (‘desk’, ‘peanut’, ‘church’, ‘sandwich’, ‘seal’) corroborates this notion.

Variance introduced by individual participants was substantial. Great individual variability has been reported for influence of pitch on the perception of prosodic prominence, i.e. the degree to which words are perceived as highlighted or important [7], [25]. Moreover, the perception of prosodic prominence is not only influenced by speaker and listener characteristics, but also by a combination of both [44]. Interpretation of directional gaze cues also depends on individuals (e.g. biological sex [41]).

We found that participants’ ratings tended to be influenced by either pitch height or gaze duration or by neither of the two cues, but never by both at the same time. This led us to the identification of groups of ‘Listeners’, ’Lookers’ and ‘Neither’. We reject the two-cluster solution because it is theoretically not convincing to cluster participants making use of pitch height with participants making use of neither cue. The existence of a ‘neither’-group in our study does simply allow for the conclusion that these people did not take into account either cue. Other possible explanations are suggested in the following paragraph. As for the differentiation of participants into ‘listeners’ and ‘lookers’, other studies have provided similar findings. In a production study, it was shown that participants increase speaking efforts and change their gaze behavior to improve communication [42]. However, the authors did not find a strong correlation of both measures. This supports the idea that the majority of people focus more on one channel than the other. Another study reports that people tend to produce pitch accent categories either by altering the shape of the F0 contour peak or its timing [43]. In perception studies, similar results have been reported: Persons rating prosodic prominence tend to concentrate on either prosodic cues or visual facial information [24]. Similarly, studies concerned with the perception of prosodic prominence as well as its reproduction report a division into one group of subjects that relies mainly on pitch and another that relies more on other aspects (such as word frequency) [7], [25], [44].

There are some limitations to the study. First of all, the findings of this reductionistic design cannot be easily transferred to any kind of complex social situation. We created a situation devoid of variation of other cues usually present in a comparable real-life situation. While the voice stimuli were derived from natural speech, the virtual character was not seen to move her mouth along with the presentation of the utterance. Moreover, neither the virtual agent nor the objects were photo-realistic depictions. Second, people were informed that the virtual character is able to convey the importance of the object. This information might have led participants to actively search for a cue to make sense of the otherwise uninformative setting and stop searching once one valid cue (out of two possible cues) was identified as a reliable source of information. This might have led participants to not make use of both cues, which would explain why we did not find an interaction of pitch height and gaze duration. Third, participants were required to indicate how important the character finds the depicted object. Even with the information that the agent can indeed convey importance, the task still is rather vague and relies on subjects’ perceptual and mentalizing skills. This could lead to participants having trouble integrating the cues as meaningful in this rather unnatural setting or to them being reluctant to assign mental capacities to a virtual agent in the first place. We did not collect participants’ ratings of general object importance.

5. Conclusion

Pitch excursion and gaze duration can be used to infer the mental state of a virtual character. Persons differ in terms of the degree to which they make use of these cues to infer the importance of an object to the virtual character.

The study’s limitations might be overcome by using a more life-like experimental environment, including variation of other cues, along with a more engaging task. Future studies could benefit from further investigation into the individual factors accounting for the substantial amount of variability found in the present study.
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