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Abstract
In this paper we consider a two-channel diversity technique that
combines the processed signals of two separate microphones.
For in-car applications, this enables a better compromise for the
microphone positions. The advantage of the proposed system
is its insensitivity with respect to varying speaker sizes or lo-
cal noise sources. To achieve this we choose the microphone
position in that way that one microphone is optimum for a tall
speaker, and the second one is suitable for a small speaker. For
local noise sources we may apply a similar design to choose
the microphone position in accordance with the location of the
noise sources. A corresponding signal combiner has to tasks:
compensation of phase shifts and weighting proportional to the
signal strength. We propose solutions for both problems and
demonstrate the effectiveness of diversity combining.

1. INTRODUCTION
Due to the obvious dangers of holding a telephone in one hand,
and steering a car with the other, many countries either strongly
recommended, or legally enforced hands-free telephone oper-
ation in all moving vehicles. Thus for safety and comfort rea-
sons, a hands-free telephone system that provides the same qual-
ity of speech as conventional fixed telephones is desirable. A
natural bottleneck for the speech quality of a hands-free car kit
is the position of the microphone. Obviously, speech has to
be picked up as close to the mouth as possible. The important
question, where to place the microphone inside the car, is how-
ever difficult to answer. The ideal position has to consider noise
sources like airflow from electric fans or car windows. Further-
more, the distance microphone-driver depends significantly on
the position of the driver and therefore on the size of the driver.
A practical position is apparently a compromise for different
speaker sizes. Good noise robustness of single microphone sys-
tems requires the use of single channel noise suppression tech-
niques, most of them derived from spectral subtraction [1]. A
disadvantage of such systems is that they introduce considerable
speech distortion.

Alternatively, a multi microphone setup promises to over-
come some of these difficulties. Microphone array techniques
based on beamformer algorithms efficiently improve the signal-
to-noise ratio (SNR) with less audible distortion [2, 3]. How-
ever, the SNR still depends on the actual speaker distance from
the microphones. Another approach, cross-spectral subtraction,
is based on two microphones that are positioned separately (e.g.
80cm apart) in order to insure incoherent recording of noise [4,
5]. Here one sensor is used only for filter adaptation and the
system output is the filtered signal of a single microphone.

In this paper we consider a two-channel diversity technique
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mbines the processed signals of two separate microphones.
nables a compromise for the microphone position with re-
to different speaker sizes and noise sources. In communi-
systems diversity combining is a convenient approach to
ith fading due to multipath propagation of the radio sig-

Similarly, Flanagan and Lummis [6] and Allen et al. [7]
ered multi channel signal processing systems to reduce
distortion due to reverberation. Both concepts consider
entially noise free environment. As we focus on in-car
ations our aim is of course noise robustness. Usually re-
ation is of minor concern, because for in-car acoustics the
path dominates the early reflections. Nevertheless, diver-
mbining is an effective means to reduce signal distortion
reverberation and therefore improves the speech intelli-

y.
section 2, we discuss the influence of the microphone

oning on the room impulse response and the achievable
to noise ratios at different microphone positions. The

sions are supported by acoustic measurement results ob-
in a Mercedes S-Class. In the subsequent section, we

be the basic signal processing components required for
ity combining. That is, we consider the design of appro-
noise suppression filters and the estimation of the phase
nce of the two microphone signals that is required for

ent signal summation. In section 4, we present some sim-
n results.

2. Microphone positioning
section, we present measurement results for speech sig-

opagation within a car (measured in a Mercedes S-Class).
ticular, we consider the transfer characteristics of speech
propagation between speaker and the microphones. Fur-

ore, we investigate the signal-to-noise ratio at the sensors
ical background noise.
e measured the transfer characteristic of two cardioid mi-

ones with positions suited for car integration. One micro-
(denoted by mic. 1) was installed close to the interior
irror (overhead console). The second microphone (mic.

s mounted at the end of the A-pillar. The microphones
high pass characteristic and attenuate frequencies below

z. The transfer functions depicted in Fig. 1 were measured
id of an omni directional microphone placed at the micro-
reference point of an artificial head. Thus, the transfer

ons represent the acoustic path from the speaker’s mouth
car microphone. We considered two speaker sizes: a tall

er of about 194cm highs and a small speaker of 164cm

ne observes from Fig. 1 that although the reverberation
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Fig. 1: Transfer functions for different microphone positions and
speaker sizes.

100km/h 140km/h defrost
small speaker 1.3/1.3 -0.6/-2.3 1.8/-0.5
tall speaker 0.4/9.0 -1.5/5.4 0.9/7.2

Table 1: SNR values [dB] at mic. 1/mic. 2 for different driving
situations.

time inside a car is relatively short (T60 ≈ 50ms) it has a strong
influence on the transfer function and causes frequency selective
fading.

The influence of the speaker size on the transfer characteris-
tic becomes more apparent when we consider signal-to-noise ra-
tios. For this purpose we recorded noise samples for two driving
situations 100km/h and 140km/h, respectively, and one example
of noise caused from the electric fan (defrost). Speech samples
were recorded using an artificial head in two different seat posi-
tions. The corresponding SNR values are given in table 1. From
these values one observes that a small speaker would prefer the
position of microphone 1, while for a tall speaker the second
position is superior providing more than 6dB better SNR.

3. Basic system structure
A straightforward proposal to adapt the acoustic frond-end to
the different situations considered in the previous section would
be to select the best microphone input according the actual SNR
condition. For communication systems with multiple receiving
antennas, such an approach is well known as selection combin-
ing. However, we know from communication theory that maxi-
mum ratio combining promise some potential for improvements
if we combine both input signals (cf. for example [8]).

It is worthwhile to consider the communication situation.
Let rl(t) = αle

−jφls(t) + nl(t) be the lth received base-
band signal, where s(t) is the actually sent signal, nl(t) is an
additive noise term, αl and φl are the attenuation factor and
the phase shift of the lth channel, respectively. The combiner
that achieves the best performance is one in which each signal
is multiplied by the corresponding complex conjugate channel
gain αle

jφl . The effect of this multiplication is to compensate
for the phase shift in the channel and to weight the signal by a

factor
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that is proportional to the signal strength.
imilarly, a signal combiner for our microphone system
perform the corresponding tasks: compensation of phase
and weighting proportional to the signal strength. Be-
room reverberation results in frequency selective fading,
ore convenient to consider the system in the frequency do-
Rl(f) = αl(f)e−jφl(f)S(f) + Nl(f) where the channel
cients αl(f)e−jφl(f) are now also frequency dependent.
for our two sensor system, the maximum ratio combiner
output the combined signal R(f) = α1(f)ejφ1(f)R1(f)+

ejφ2(f)R2(f). The problem at hand is that different to
uation in radio communication we have no means to ex-
y estimate the coefficients αl(f)e−jφl(f) (i.e. the room
er characteristic) for our microphone system which is a
uisite for maximum ratio combining. Therefore, we are
g for spectral weights that are proportional to the coef-

ts αl(f), i.e. G1(f) ∝ α1(f) and G2(f) ∝ α2(f).
rmore, the aim of signal processing for speech signals

ally not to restore the absolute signal phase. Hence, it is
ent to compensate the phase difference φ∆(f) = φ1(f)−
. This results in the combiner rule R(f) = G1(f)R1(f)+

)ejφ∆(f)R2(f). A corresponding processing system is
ed in Fig. 2, where an additional post filter after the com-
is included. In the following we will consider the tasks,
al weighting and phase compensation, separately.

pectral weighting

e looking for spectral weights proportional to the sig-
ength, or more precisely proportional to the channel co-
nts αl(f). Gl(f) =

√
SNRl(f) would therefore be

l choice, because
√

SNRl(f) ∝ αl(f) for stationary
and noise processes. However, car-noise is only quasi-

ary and speech signals are non-stationary and the actual
power is time-varying. A direct weighting with a short
stimate of

√
SNRl(f) would typically result in a larger

fication of voiced sounds. To omit this problem we nor-
e the filter coefficients such that Gl(f) ∈ [0, 1]. An ex-
for such a filter would be

Gl(f) =

√
SNRl(f)

1 + SNRl(f)
, (1)

corresponds to independent spectral subtraction in each
channel. For two inputs this can be generalized to:

Gl(f) =

√
SNRl(f)

1 + a1SNR1(f) + a2SNR2(f)
. (2)

ormula can be considered as a spectral weighting of the
dual input signals with the nominator term

√
SNRl(f),

the denominator is a normalization to avoid signal dis-
s due to varying target signal powers. The parameters a1

2 enable a trade off between noise suppression and signal
tion as we will see in Section 4. A reasonable constraint
ese parameters is a1 ≥ 0, a2 ≥ 0, and a1 + a2 ≤ 2. The
l case of independent spectral subtraction in each input
el corresponds to al = 1 and a1 + a2 = 1.
or an implementation of the spectral weighting we have
imate the SNR, i.e. the power spectral densities (PSD)
speech signal and the noise components. However, only
isy speech signals are available. A practical solution is
ed with a time-frequency dependent voice activity detec-
VAD) as presented in [9] which stops the estimation of



the noise PSD during speech activity. The PSD of the speech
signals is then obtained by spectral subtraction.

In addition to the spectral weighting and combining of the
individual input channels we have included an post filter after
the combiner in Fig. 2. This post filter exploits the noise decor-
relation of the two microphone inputs due to the large separa-
tion of the installation positions and provides an additional SNR
gain. We use the absolute value of the coherence of the two in-
put signals as a post filter (∗ denotes complex conjugate)

Gpost(f) =
| R1(f)R2(f)∗ |√

R1(f)R2(f)
.

3.2. Phase compensation

Similar to the problem of SNR estimation the phase compensa-
tion requires estimates of the phase differences φ∆(f), where
the phase differences can only be reliably estimated during speech
activity. Using the current phase difference

ejφ∆(f) ≈ R1(f)R2(f)∗

| R1(f) | | R2(f) |
leads to unreliable phase values for all time-frequency points
without speech activity. Diversity combining using this short-
term estimate leads to additional signal distortions.

A coarse estimate of the phase difference can be obtained
from the time-shift τ between the direct path components in
both room impulse responses. This time-shift can for exam-
ple be found by searching for the maximum value of the cross-
correlation of the two input signals whenever speech activity is
detected. Hence, the phase estimate is φ∆(f) ≈ 2πfτ , where
τ is recursively smoothed. Note that a combiner using these
phase values would be equivalent to a delay-and-sum beam-
former. However, in contrast to an ordinary microphone array,
the two room impulse responses (speaker to microphone) of the
diversity system are largely decorrelated. Such a beamformer
would therefore result in a loss of signal power as signal com-
ponents resulting from reflections are added in-coherently.

In order to avoid such signal distortions due to phase switch-
ing we combine the two mentioned phase estimates. A practical
approach is to weight the two estimates using the coefficients of
the filters G1 and G2 as a measure of the speech activity in the
individual channels, i.e. when speech is detected the current

phase
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is used. Then our final phase term is

jφ∆(f) = (1 − G1(f)G2(f))ej2πfτ + (3)

G1(f)G2(f)
R1(f)R2(f)∗

| R1(f) | | R2(f) | .

4. Experimental results

r simulations we consider the same microphone setup as
tion 2. We used car-noise recordings and speech samples
ed from an artificial head with a sampling frequency of
Hz, an FFT length of 256 and a Hamming window for
indowing.

s an objective measure of speech distortion we calculated
sh spectral distance (a symmetrical version of the Itakura-
distance [10]) between the power spectra of the clean
signal (without reverberation and noise) and the output
signal (filter coefficients were obtained from noisy data).

ble 2 provides results for single channel noise reduction,
we used spectral subtraction as proposed in [9]. We ob-

from these results that the position of microphone 1 would
uitable compromise for both speaker sizes, whereas posi-
would result in up to 5dB better SNR for a tall speaker.
sults for the diversity combining scheme are given in Ta-
Here we considered two parameter settings, with a1 =
0.5 and with a1 = a2 = 0. In the first case we ob-

SNR values that are 1-2dB better than the best value of
ngle channel noise suppression, where the signal distor-
significantly smaller than in the single channel case. The
is free of musical tones and sounds more natural com-

to ordinary spectral subtraction. The reduction of the sig-
stortion can be explained by the dereverberation effect of
versity combining. If we omit the filter normalization, i.e.
e a1 = a2 = 0 we observe a larger signal distortion, but
larger improvement of the noise suppression. In this case
5dB can be gained compared to the best single channel

As might be expected in this case, some voiced utterances
un-naturally stressed. Values with a1 > 0 and a2 > 0
a trade off between noise suppression and signal distor-
FFT

FFT

phase and gain computing IFFT

r1(k)

r2(k)

R1( f )

R2( f )
Gpost( f )

ŝ(k)
G1( f )

s2(k)

s1(k)

n1(k)

n2(k)

G2( f ) · e jφ∆( f )

Fig. 2: Basic system structure of the two-channel diversity system.



100km/h 140km/h defrost
SNR small speaker 13.1/10.6 10.7/6.8 11.6/8.7
SNR tall speaker 12.3/17.0 9.7/13.3 10.8/15.6
dist. small speaker 1.8/2.0 1.8/1.9 1.2/1.3
dist. tall speaker 2.7/1.3 2.5/1.3 1.8/1.2

Table 2: Output SNR values [dB] for single channel noise re-
duction with input signal from mic. 1/mic. 2, respectively.

100km/h 140km/h defrost
SNR small speaker 14.3/18.8 12.5/16.6 13.6/17.0
SNR tall speaker 17.6/22.1 15.0/19.0 16.9/20.4
dist. small speaker 1.3/1.8 1.4/2.0 0.8/1.1
dist. tall speaker 1.2/1.7 1.2/1.7 0.8/1.3

Table 3: Output SNR values [dB] for diversity combining for
two parameter sets. First value corresponds to a1 = a2 = 0.5,
the second value to a1 = a2 = 0.

5. CONCLUSIONS
In this work we have presented a two-channel diversity tech-
nique that combines the processed signals of two separate mi-
crophones, where the aim of our approach was noise robustness
for in-car hands-free applications. We have demonstrated that
single channel noise suppression methods are sensitive to the
microphone location and in particular to the distance between
speaker and microphone. The proposed two-channel diversity
scheme achieves better SNR values than the better of the two
single channel systems and is therefore less sensitive to varying
speaker positions. Moreover, diversity combining is an effec-
tive means to reduce signal distortions due to reverberation and
therefore improves the speech intelligibility.
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