Learning Salient Features for Multimodal Emotion Recognition with Recurrent Neural Networks and Attention Based Fusion

Darshana Priyasad, Tharindu Fernando, Simon Denman, Sridha Sridharan, Clinton Fookes

Queensland University of Technology, Brisbane, Australia
dp.don@qut.edu.au, t.warnakulasuriya@qut.edu.au, s.denman@qut.edu.au, s.sridharan@qut.edu.au, c.fookes@qut.edu.au

Abstract

Automatic emotion recognition is a challenging task since emotion is communicated through different modalities. Deep Convolution Neural Networks (DCNN) and transfer learning have shown success in automatic emotion recognition using different modalities. However, significant improvement in accuracy is still required for practical applications. Existing methods are still not effective in modelling the temporal relationships within emotional expressions or in identifying the salient features from different modes and fusing them to improve accuracies. In this paper, we present an automatic emotion recognition system using audio and visual modalities. VGG19 models are used to capture frame level facial features followed by a Long Short Term Memory (LSTM) to capture their temporal distribution at a segment level. A separate VGG19 model captures auditory features from Mel Frequency Cepstral Coefficients (MFCC). The extracted auditory and visual features are fused together and a Deep Neural Network (DNN) with attention is used in classification using majority voting. Voice Activity Detection (VAD) on the audio stream improves performance by reducing the outliers in learning. The system is evaluated using Leave One Subject Out (LOSO) and K-fold cross-validation and our system outperforms state of the art methods on two challenging databases.

Index Terms: Attention based fusion, Deep learning, Facial expression recognition, Multi-modal emotion recognition, Speech emotion recognition, Voice activity detection

1. Introduction

Emotions are a complex mental state that drives human thoughts and actions, and is a key aspect of human communication. Emotions are expressed through different modalities including speech, facial expressions and gestures. Humans use emotion information from such modalities in daily social interactions.

Automatic emotion recognition has become a major research area with an increasing focus on human-computer interaction applications. However, the task is still considered a challenging due to the complexity in generalizing expressed emotions. The auditory and visual clues of an expressed emotion are inherently ambiguous from one person to another although the verbal content may be the same. Hence, the challenging part of automating emotion recognition is the generalization. With deep learning architectures that extract much deeper features compared to traditional machine learning approaches, more robust features can be extracted to create a generalized representation of human emotions [1].

In earlier systems, emotions were recognized using unimodal information. In contrast, in a real world setting, humans express emotion as a collection of information through different sensory modalities and communication methods. Therefore, the emotions being exchanged are encapsulated in multi-modal sensory cues. Hence, for a complete and accurate estimate of emotion, the collective information from different modalities should be considered.

Transfer learning along with existing deep learning architectures have been extensively used for emotion feature extraction from different modalities [2] due to the unavailability of larger datasets to train from scratch for emotion recognition tasks. However, the temporal dependencies within each mode are ignored and in most of the existing methods, each feature at a given time step is considered as independent. Recently, 3D-CNN have been utilized to capture the features [3], but convolution over time does not give a reliable estimate intuition on temporal distribution of the features [4]. Recurrent Neural Networks (RNNs) are applied extensively to extract temporal information from samples, especially in speech recognition and machine translation [5] and have the potential to improve the emotion recognition performance.

Many different datasets have been used to carry out experiments on automatic emotion recognition, with popular datasets including RML [6] and eNTERFACE05 [7]. They are different from each other in elicitation method, modalities, language, number of subjects, samples and emotion categories. Considering these variations among datasets, the need for generalized models and effective mechanisms to capture emotional information from the multi-modal input streams is evident.

The main objective of this research is to implement a deep learning model that surpasses the state of the art for automated emotion recognition where we consider audio and visual streams for a video as modalities. In the proposed method, we utilize LSTMs for segment level temporal modelling of visual features, followed by an attention based fusion with auditory features. We use attention based fusion over simple concatenation for fusion since individual modalities can complement each other with salient information.

2. Related Work

Automatic Emotion Recognition (AER) is an extensively studied domain due to the challenges in identifying micro-level features associated with emotions. Both uni-modal and multi-modal methods have been studied, mainly using audio and visual features.

In AER with images, conventional methods typically detect the frontal face region and extract geometric and appearance features. In geometric feature extraction, relationship among different face components have been used as the features for training, specifically using facial landmarks and pose [8]. As an example, Ghimire et al. [9] used transformation of 53 facial feature points in each frame in a video relative to the first frame and used the relative Euclidean distance and angle as the
feature vector [10] and Support Vector Machines (SVM) for the emotion classification. As an alternative to geometric feature based AER, attempts have been made considering the whole face region in appearance based feature extraction [11]. In [12], the authors considered Local Binary Patterns (LBP) as feature vectors while using Principal Component Analysis (PCA) for classification.

In addition to the RGB images, other types of image using infrared [13], depth information [14] and 3D images [15] have been used for AER. Infrared images have shown an increased accuracy compared to visible light images due to their invariance to illumination. In conventional methods for AER, Hidden Markov Models (HMM), SVM and PCA are extensively applied for classification. Mel Frequency Cepstral Coefficients (MFCC) and statistics of audio signals such as pitch and intensity are some of the audio features that have been used to obtain feature vector [16] for speech emotion recognition.

With the breakthrough of deep learning, conventional methods of emotion recognition have been outperformed by Deep Convolutional Neural Networks (DCNN) and Recurrent Neural Networks (RNN). In DCNNs, optimal features from the different modalities for the given task are determined by the DCNN itself. Deep learning architectures like ResNet [17], InceptionNet [18] and AlexNet [19] have been used in feature extraction [20]. To model the temporal relationship among facial features, LSTM and 3D-CNNs have been used [20]. With 3D-CNN, studies have been focused on multi-modal AER to increase the accuracy of the models by exploiting cues from multimodal information [21].

Ranganathan et al. [22] considered body gestures, physiological signals, face and voice as different modalities within a Convolutional Deep Belief Networks (CDBN) for emotion recognition. Kahou et al. [23] combined visual features extracted using CNN and audio features using deep belief nets together for emotion recognition. Chen et al. [24] have proposed a RNN based emotion recognition model using audio, visual and physiological features as modalities. Tzirakis et al. [25] applied a CNN to extract audio features, ResNet50 to extract visual features and a LSTM to remove outliers. In the more recent efforts Yan et al. [26] modelled human emotions by using CNNs to capture visual texture and audio clues and Bidirectional Recurrent Neural Networks to extract dynamic changes of facial textures and landmarks. Zheng et al. [27] have presented a recognition model combining eye movements electroencephalography (EEG) signals.

Even though significant advances have been made in exploiting multi-modal information through deep learning, existing methods are still not effective enough in modelling the temporal relationships of emotion expressions within a video, or in identifying the salient features from different modes in fusion. Our proposed system uses LSTMs to model the temporal relationships and attention to learn the significant features for fusion towards a generalized model.

3. Proposed Method

Our proposed DNN model consists of three main components; audio feature extractor, visual feature extractor and the fusion network as shown in Figure 2. Voice Activity Detection (VAD) is applied to each video sample during the pre-processing step to eliminate noise and remove uninformative features from audio and video streams respectively.

3.1. Voice Activity Detection (VAD)

Unlike in uni-modal emotion recognition, spurious auditory and visual frames may affect the recognition accuracy adversely [28]. In the RML dataset, more than 60% of the video clip contains irrelevant emotion and speechless regions that decrease the overall model accuracy. Figure 1 presents a typical audio signal from the RML dataset and the calculated corresponding Mel-Frequency Cepstral Coefficients (MFCC). It can be seen that a large section of the audio is inactive which may cause reduction in accuracy of the emotion recognition.

\[ SR_i = \frac{\sum_{f = f_{\text{max}}}^{f_{\text{min}}} A_i^f}{f_{\text{max}} - f_{\text{min}}} \]

where \( A_i^f \) refers to amplitude of frequency \( f \), maximum frequency of the signal, minimum frequency of the signal, frequency of the signal, minimum frequency of the signal, maximum frequency of the signal, minimum frequency of the signal, frequency of the signal, maximum frequency of the signal, minimum frequency of the signal, frequency of the signal.

A region of interest from \( (t_{\text{start}} - \delta_1) \) to \( (t_{\text{end}} + \delta_2) \) is extracted from each video clip. \( \delta_1 \) and \( \delta_2 \) are used to capture subtle variations of facial expressions that can be observed before and after the speech activity region. Figure 3 illustrates transformation of facial expressions in a sample video from RML dataset. Apex refers to speech active region and onset and offset refer to pre and post-expressions. We extract speech active regions from each video in the proposed prepossessing step to feed into the deep neural network.

3.2. Audio Network

In our proposed method, we use MFCC channels as input to a VGG19 deep network pre-trained on ImageNet [30]. First, periodogram estimate of the power spectrum of the audio signal
Figure 2: Proposed architecture - Emotion prediction in the $k^{th}$ video segment ($E_k$) from audio ($AS_k$) and visual ($VS_k$) streams. We use VGG19 [29] to extract audio and visual features. For audio we directly use the output 4096-D feature, for video we pass it temporally through LSTMs. We apply attention based fusion to effectively determine the salient components from the extracted feature vector for the emotion classification task.

Figure 3: Illustrates the evolution of active speech and the transition of facial expressions over time. The apex is the voice active region and high intensity emotion expressions are visible. In onset, neutral facial expressions evolve into intense facial expression. During offset, the high intensity of the apex region decreases towards a neutral expression.

is calculated using a Discrete Fourier Transform (DFT) as in Equation 2 and 3 [31]. $S(n)$, $i$, $P_i(k)$, $h(n)$ refer to audio signal, frame number, power spectrum of frame $i$ and Hamming window respectively.

$$SR_i(k) = \sum_{n=1}^{N} s_i(n) \cdot h(n) \cdot e^{-\frac{2\pi kn}{N}}$$  \hspace{1cm} (2)$$

$$P_i(k) = \frac{1}{N} | S_i(k) |^2$$  \hspace{1cm} (3)$$

A mel-filter-bank is applied to the power spectrum and the logarithm of the summed energy of each filter is taken. Then MFCC values are calculated by taking the Discrete Cosine Transform (DCT) of log energies. Utterance level MFCC features (static) are then segmented into shorter frames with an overlap. Finally differential (delta) and acceleration (delta-delta) coefficients are calculated as in Equation 4. Finally, static, delta and delta-delta channels are rescaled to the range 0-255 to represent the three channels of RGB image.

$$d_t = \sum_{n=1}^{N} \frac{n(c_{t+n} - c_{t-n})}{2} \sum_{n=1}^{N} n^2$$  \hspace{1cm} (4)$$

We used 64 Mel-filter banks from 20 Hz to 8000 Hz to acquire log Mel-spectrogram with 10ms of overlap and 25ms Hamming window. A context window of 64 frames with a shift of 30 frames is used to obtain MFCC segments. The length of each corresponding audio segment is 655ms and the size of the output is 64*64*3. We use VGG19 to retrieve 4096-D audio features from fc7 layer which are fused with visual features from the corresponding video segment in a later step.

3.3. Visual Network

The visual network consists of two major components: one to capture facial expression in a given face and other to capture the temporal transformation of emotion expression within the segment. We align an audio segment with a video segment for meaningful feature level fusion. 20 video frames (655*30/1000 = 20) represent one audio segment when the frame rate is 30 frames per second (as in RML). First, we crop frontal face region which represents the emotion from each frame using a single-shot multi-box detectors [32] with ResNet backend and resize the region to 227*227*3. Adjustments are made in following occasions to ensure the correct number of frames from each segment of a video.

1. If a frontal face is not detected in a frame, then the frame is replaced by nearest frame with a detected frontal face.
2. If total frames per segment exceed 20, \((n-20)/2\) frames are removed from the beginning and end of the segment.

3. If total frames per segment are less than 20, then the first and last frame are duplicated.

Then we retrieve visual features of a video segment sequentially passing each frame in the segment through a VGG19 model, pre-trained on ImageNet. We extract feature representations of last fully connected layer (fc7) and stack them together to form a feature shape \((20*4096-D)\). Then the stacked features are passed through a LSTM module to capture the temporal relationships among stacked features where LSTM model represents the input using a 4096-D feature vector. The 4096-D feature vector from the LSTM module is then fused with audio features in the next step.

3.4. Feature Fusion

Feature level fusion is used to fuse the audio and video modes. Given a video segment, the deep learning model learns feature vectors of 4096-D for both auditory and visual streams. Feature vectors are concatenated together to obtain fused vector of size 8192-D. A neural network with attention is used to identify significant features with reduced dimensionality. We calculate attention weights and the weighted combined vector as shown in Equation 5, 6 and 7 [33]. \(c_t\), \(h_t\), \(\beta_t\), and \(q\) refer to merged feature vector, neural network output, attention score, context vector which is randomly initialized and jointly trained with other components of the network, and output respectively.

\[
h_t = \tanh \left( W_h c_t + b_h \right) \tag{5}\]

\[
\beta_t = \frac{\exp \left( |h_t|^\top h \right)}{\sum_t \exp \left( |h_t|^\top h \right)} \tag{6}\]

\[q = \sum_t \beta_t \times c_t \tag{7}\]

Finally, the segment is classified using softmax activation in the final dense layer of the DNN. Video level emotion is obtained by majority voting over all segments.

4. Experimental Setup

Experiments are conducted on two audio-visual datasets, RML and eNTERFACE05, where both contain six basic emotions: anger, disgust, fear, sadness, happiness and surprise. RML contains 500 acted video samples from four subjects. “eNTERFACE05” contains 1166 induced video samples from 42 subjects (34 men and 8 women). RML includes video clips from six different languages while eNTERFACE05 is only in English. During the preprocessing phase, some video samples with rapid face movements (where frontal face cannot be detected in many successive frames) are removed from dataset. We utilize Leave One Subject Out (LOSO) cross validation and k-fold cross validation since both the methods are used in literature.

5. Results and Discussion

To verify the performance of our proposed AER system, we report results on two public datasets, eNTERFACE05 and RML. We train our models in two phases: feature extraction and fusion network. We train our audio and visual feature extraction networks first and then the resultant features are passed through an attention based neural network for AER. We have selected baseline models that have used multimodal fusion.

We considered the model proposed by Zhang et al. [34] as our baseline model for LOSO cross-validation. They utilized a structure similar to AlexNet to extract features and used a simple neural network for multimodal fusion. Our model outperformed their accuracy as shown in Table 1, as we employ LSTMs to model the temporal feature distribution and attention to capture salient features from each feature set. Figures 4 and 5 show the confusion matrices of test results of the proposed model when tested on RML and eNTERFACE datasets, respectively.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Refs</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>RML</td>
<td>Sarvestani et al. [35]</td>
<td>72.03%</td>
</tr>
<tr>
<td></td>
<td>Zhang et al. [34]</td>
<td>74.32%</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>76.13%</td>
</tr>
<tr>
<td>eNTERFACE</td>
<td>Sarvestani et al. [35]</td>
<td>70.11%</td>
</tr>
<tr>
<td></td>
<td>Bejani et al. [36]</td>
<td>77.02%</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>78.49%</td>
</tr>
</tbody>
</table>

Figure 4: Confusion matrix of the proposed approach on the RML dataset for a LOSO evaluation.

“Anger” has the best recognition accuracy for both the datasets while happiness performs worst. However, recognition accuracy remains lower in LOSO methods since the subjects in the testing samples are withheld from training data. Due to the small sized datasets, deep learning model is unable to generalize which causes a decrease accuracy on the test set. It can be observed that majority of the misclassified emotions have been identified as “anger”. Due to the synthetic nature of datasets, video level emotion may not be represented in each frame. In particular, disgust and fear may have similar mouth motions to anger which make them hard to distinguish.

Next, we compare our model with state of the art methods using a K-fold cross-validation. We use the model proposed by Seng et al. [37] as our baseline model. They have used Optimized Kernel-Laplacian Radial Basis Function (OKL-RBF) for visual feature extraction with PCA for dimensionality reduction. They have combined prosodic features with spectral features for audio emotion classification with a rule based ap-
Figure 5: Confusion matrix of the proposed approach on the eNTERFACE05 dataset for a LOSO evaluation.

Our proposed model outperformed the accuracy of the above method by nearly 5%. Figure 6 & 7 presents the confusion matrices for both the datasets in K-fold cross-validation. Our deep networks for audio-visual feature extraction have outperformed their conventional method of feature extraction. Temporal modelling and attention based fusion are the other key factors which have led to the increased accuracy of our method.

Table 2: Accuracy obtained for RML & eNTERFACE05 datasets with K-fold cross-validation compared with state of the art methods

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Refs.</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>RML</td>
<td>Wang et al. [38]</td>
<td>82.22%</td>
</tr>
<tr>
<td></td>
<td>Sen et al. [37]</td>
<td>90.83%</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>98.70%</td>
</tr>
<tr>
<td>eNTERFACE</td>
<td>Wang et al. [38]</td>
<td>72.47%</td>
</tr>
<tr>
<td></td>
<td>Sen et al. [37]</td>
<td>86.67%</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>97.75%</td>
</tr>
</tbody>
</table>

6. Conclusion

In this paper, we present a model for multi-modal emotion recognition, in which we capture the evolution of the emotion and use attention to fuse salient feature from each mode. We used transfer learning on a VGG19 model pretrained on ImageNet to retrieve acoustic features of an audio segment and visual features of a video frame, and we modeled the temporal flow of visual features of a video using LSTMs. The extracted spatial-temporal features from visual and audio models are fused using an attention-based neural network for segment level classification followed by majority voting for video level classification.

We have achieved accuracies of 76.1% and 78.5% for a LOSO cross-validation and 98.7% and 97.8% for a K-fold cross-validation for RML and eNTERFACE05 respectively. For both databases and evaluations our method outperformed the state of the art as shown in Table 1 and 2.

We have used two-stage learning to train the AER in which we trained audio-visual network and fusion network in the two phases. LOSO cross-validation shows less accuracy compared to K-fold cross-validation due to the limited generalization of the AER model as a result of small datasets. We are planning to investigate methods of obtaining more generalized emotion representations by deep learning models using small datasets in the future.
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