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Abstract

An approach to speech recognition using syllables as basic modelling units is compared to a state-of-the-art system employing phonemes. The technological framework is a hybrid HMM-ANN\(^1\) recognition system applied on small to medium vocabulary recognition tasks.

Although the number of units to be classified nearly doubles, it is shown that the syllable can outperform the phoneme slightly but significantly in terms of unit classification capability, measured as frame error rate. Comparing the overall system performance (measured in word error rate) the phoneme-based system still performs obviously better for continuous speech tasks, while the syllable-based system is superior for isolated word recognition tasks on cross-database tests. This suggests the need for further work on the understanding of the interaction of knowledge sources on the frame-, word-, and sentence-level in current recognition systems.

1 Introduction and motivation

While automatic speech recognition (ASR) systems are becoming mature for certain restricted tasks (e.g. phone mail access, control of desktop applications, office dictation), they still perform poorly on more difficult tasks, especially under real-world conditions such as with background noise, reverberation and spontaneous speech. One idea arising again recently is the proposal of a paradigm shift from phoneme-based to syllable-based recognition systems [5], [9].

Some of the potential advantages of syllable-based ASR are:

- The human auditory system integrates time spans of about 200 ms of speech [1], which corresponds roughly to the duration of syllables [5]. Thus the very robust human perception may be modelled more accurately by use of syllables instead of phonemes.

- The relative duration of syllables is less dependent on variations in speaking rate than the relative durations of phonemes [5]. Therefore the mismatch between the observation window for classification (feature vectors including multiple frames and Δ-components) and the duration of the unit classified is reduced for speakers whose speaking rate varies from the average.

- It was shown that time spans of 250 ms are suitable for methods of cepstral mean subtraction in order to suppress convolutional noise [6]. In this time span a stationary noise signal can be discriminated from a non-stationary speech signal. Shorter time spans (about 100 ms) may capture the stationary part of a vowel only and inhibit any distinction between speech and noise. This shows the potential advantage of a syllable-based approach, using windows of 200-250 ms for unit classification.

The mentioned arguments make us believe that a syllable-based ASR system can be more robust than a phoneme-based one especially when dealing with spontaneous speech. As hybrid HMM-ANN systems easily incorporate temporal context for classification, we decided to compare the phoneme-based and the syllable-based approach in the framework of a hybrid HMM-MLP\(^2\) speech recognition system developed at International Computer Science Institute (ICSI) [2], [10].

2 Recognition task

The recognition task chosen is referred to as “Numbers”; it is provided by OGI\(^3\) [3]. The database contains spontaneously uttered telephone speech (analog and digital channels) in American English sampled at 8 kHz. Most utterances are continuous speech, but there are some isolated words as well. The vocabulary comprises 92 different words: digits (0-9, “oh”), cardinal numbers (e.g. “seventy”, “thousand”) ordinal numbers (e.g. “hundredth”), and non-numbers (e.g. “area”, “code”, “excuse”, “it’s”).

\(^1\) Hidden Markov Model (HMM), Artificial Neural Network (ANN)

\(^2\) Multi-Layer Perceptron (MLP): a special ANN architecture.

\(^3\) Center for Spoken Language Understanding (CSLU) at Oregon Graduate Institute (OGI), Portland, Oregon, U.S.A.

* The work described was carried out during the authors visit at International Computer Science Institute, Berkeley, CA., U.S.A.
The bigram language model used for recognition has a test set perplexity of 12.97. The training set (both for acoustics and language modelling) contains 4.71 h of speech; the test set contains 2.23 h.

3 Phoneme-based baseline system

In order to obtain a baseline for comparisons with a syllable-based system, a “standard” phoneme-based recognizer is trained and tested.

3.1 Experimental outline

For the baseline system we extract RASTA-PLP features employing a frame rate of 12.5 ms and a window size of 25 ms. 17 features per frame are extracted (8 RASTA, 8 ΔRASTA, and 1 Δ-energy) [7].

The total phoneme set consists of 56 context independent phonemes, of which 49 are actually used for the Numbers task. Phonemes are not divided into sub-parts. Classification (i.e. probability estimation for the phonemes) is done using a single-hidden-layer MLP. 9 consecutive frames of the feature vector are presented to the input layer, so the total input window length is 125 ms\(^4\). The number of input units \(N_f\) computes to: \(N_f = 9 \times 17 = 153\). The neural net has \(N_H = 1200\) hidden units (HUs) and \(N_O = 49\) actually used output units. Thus, the total number of parameters of the MLP trained is \(N_p = (N_f + N_O) \times N_H = 242,400\).

In an embedded training procedure we train alternately the MLP and the pronunciation lexicon. MLP training is started from randomized weights in order to get comparable results with the syllable-based training. For lexicon training the phoneme durations of all words are trained from the automatic segmentation of the training set. A single pronunciation lexicon is employed, which does not necessarily contain the canonical, but instead the most probable pronunciation found during training [12]. The use of multiple pronunciations did not significantly reduce the word error rate. Furthermore it is more straightforward to map the phoneme labels of a single pronunciation lexicon onto syllable labels needed for bootstrapping the syllable-based recognition system.

3.2 Evaluation

For performance evaluation two different measures are used. First, we compute a cross-validation (CV) accuracy on an independent CV data set. Thus the number of correctly classified frames with respect to the phoneme set used is obtained\(^5\). Therefore, the CV accuracy is a direct measurement of the classification step. Note, that the CV accuracy depends on the inventory of the recognizer (phonemes vs. syllables). The percentage of falsely classified frames is denoted as the “frame error rate”.

Second, the word error rate is computed. This measures the overall system performance. The results of the phoneme-based baseline system are shown in table 1. The frame error rate is 17.55%, while the word error rate is 8.7%.

<table>
<thead>
<tr>
<th>input window</th>
<th>(N_p) : No. of parameters</th>
<th>frame error rate</th>
<th>word error rate: total (sub/ins/del/ins)</th>
</tr>
</thead>
<tbody>
<tr>
<td>9 frames = 125 ms</td>
<td>242,400</td>
<td>17.55 %</td>
<td>8.7 % (4.8/2.6/1.3)</td>
</tr>
</tbody>
</table>

Table 1: Phoneme-based baseline

4 Syllable-based recognition system

Syllable-based ASR systems are common for Asian languages like Cantonese, Mandarin, and Japanese. Although the syllable-based approach was proposed for European languages like English and German, too ([4], [8], [11], and more recently: [9]), phoneme-based systems are state-of-the-art. To our knowledge, a syllable-based approach for speech recognition of English has never been published in the context of a hybrid HMM-ANN system.

4.1 Properties of the syllable-based recognizer

In the following we mention only where the syllable-based recognizer differs from the phoneme-based system, presented in section 3.

Starting from the phoneme-based single pronunciation lexicon, a program for syllabification is used, which accesses a database proposing syllable boundaries for pronunciation lexica. Thus, a syllable set of 96 different syllables is derived for the Numbers corpus.

Preliminary tests employing different feature sets (e.g. without Δfeatures or with additional use of a total-frame-energy-component) for the syllable-based recognizer showed no improvements, so that the feature set was kept the same like for the phoneme-based baseline.

Two different sizes of input windows of the MLP are investigated. For the first set of experiments we keep the same window size as used for the phoneme-based system (9 frames = 125 ms). Since a neural net employing 1000 HUs is used, the total number of parameters \(N_p = (153 + 96) \times 1000 = 249,000\) is nearly the same as for the phoneme-based approach. Therefore, a fair performance comparison can be done.

In a second experiment, the input window is extended to 15 frames, equaling 200 ms. This value is derived from the temporal structure of syllables as presented in section 1 [5]. A longer time span was not considered since it

---

\(^4\) The window length comprises adjacent frames sampled together; it does not take into account Δcomponents since these are computed using decreasing polynomials, which means that the actual time span is not clearly defined.

\(^5\) The frame to be classified is the center of the input window.
would introduce problems recognizing very short mono-
 syllabic words (all digits, besides “seven” and “zero”, are
 mono-syllabic). Since the number of input units grows to
 \( N_f = 15 \times 17 = 255 \), we reduced the number of hidden
 units to \( N_H = 700 \), in order to get a comparable amount
 of parameters \( N_P = (255 + 96) \times 700 = 245,700 \).

Comparing the architecture of the phoneme-based
 baseline system and the syllable-based recognizer shows
 two differences: use of a different unit used for classification
 resulting in an approximately two-fold larger number
 unit inventory, and use of different input-window sizes
 for the classification step.

### 4.2 Evaluation

Experimental results are shown in table 2. It is obvious
 that for the standard 9-frame input the frame error rate
 of the syllable-based system (20.95\%) is worse than
 for the phoneme-based system (17.55\%). As expected,
 the frame error rate improves drastically to 16.24\% by
 extending the acoustical context to 15 frames. As a con-
 sequence, the phoneme-based system is outperformed
 slightly but significantly\(^6\) (relative drop of frame level
 error rate of 7.5\%).

For the word error rate we found the phoneme-based
 system still performs much better (relatively 38\% less
 errors than the 15-frame input system), while the 15-
 frame input system performs better than the 9-frame
 input syllable-based system. But the improvement when
 using 15-frame input instead of 9-frame input is not as
 high as expected from the results for frame error rate. It
 is important to notice that especially the number of dele-
tions for the syllable-based system is much worse than
 for the phoneme-based system. This problem could not
 be handled satisfactorily by adapting the heuristic par-
 ameters that are responsible for smoothing language model
 and acoustical probabilities. This might be the reason for
 the comparably small improvement in word error rate of
 the syllable-based 15-frame input system over the syllaba-
t-based 9-frame input recognizer.

<table>
<thead>
<tr>
<th>Test database</th>
<th>Bellcore digits</th>
<th>Voicemail digits</th>
<th>TI-digits</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>clean / 10 SNR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2200 isolated digits</td>
<td>2200 isolated digits</td>
<td>8700 utt. (cont. digits)</td>
<td></td>
</tr>
<tr>
<td>9-frame input / phoneme-based</td>
<td>4.5% (4.5 / 0.0 / 0.0)</td>
<td>25.1% (25.1 / 0.0 / 0.0)</td>
<td>2.1% (2.1 / 0.0 / 0.0)</td>
</tr>
<tr>
<td>15-frame input / syllable-based</td>
<td>2.5% (2.5 / 0.0 / 0.0)</td>
<td>20.7% (20.7 / 0.0 / 0.0)</td>
<td>1.9% (1.9 / 0.0 / 0.0)</td>
</tr>
</tbody>
</table>

Table 3: Word error rates for cross-database tests
(trained on “Numbers”-task)

The following databases (all: American English) were
tested:

- Bellcore digits\(^7\): isolated digits; telephone speech sam-
pelled at 8 kHz; 2200 utterances by 200 speakers. This
  database was used two-fold. First, recognition was
  performed on the data as provided: “clean” speech
  (besides “usual” telephone channel distortion). Sec-
  ond, recognition tests were performed after adding car
  noise with 10 dB SNR [7]. Especially under noisy
  conditions the syllable-based system performs sig-
  nificantly better (relative drop of word error rate of
  17.5\%).

- Voicemail digits\(^8\): same recording conditions, vocabu-
  lary and size as Bellcore digits. The syllable-based
  system perform slightly but not significantly better.

- TI continuous digit string (testset): 8700 utterances of
digit strings; downsampled from 20 to 8 kHz, a sim-

---

\(^6\) significance is tested for a 0.001 level employing a binomial significance test.

\(^7\) provided by Bellcore to ICSI for research purposes

\(^8\) provided by Siemens AG to ICSI for research purposes
ple language model penalizing all word transitions identically is used. Here, for the only continuous speech cross-database test, the syllable-based recognizer is significantly poorer. Again, like for the test on the Numbers-corpus, the very high number of deletions is crucial for the performance of the syllable-based system.

6 Conclusions and further work

Comparing the results of the phoneme-based and the syllable-based recognizer, it can be seen that a syllable-based system using an extended input window of 200 ms (compared to 125 ms for phonemes) shows significantly better basic classification performance (measured in frame error rate) for the basic units employed. This becomes even more noteworthy when taking into account that the number of units to be classified nearly doubles (from 49 to 96) and therefore the chance of confusions increases, while the total numbers of parameters of the systems are comparable.

When measuring word error rates for cross-database isolated word recognition tasks the syllable-based system performs better than the phoneme-based one. On the other hand, when comparing overall system performance of continuous speech tasks the phoneme-based system still shows obviously lower error rates. Especially the high percentage of deletions of the syllable-based systems is of particular concern.

Consequently, we hypothesize that the higher word error rate is due to two causes, which directs the way for upcoming work. First, the interaction of knowledge sources on the frame-, word-, and sentence-level in current recognition systems needs to be studied in more detail in order to come up with a theoretical framework instead of heuristics. Second, a more detailed look on the syllabification process seems to be useful. This is of particular interest since the recognition rates for isolated digits tasks, where most syllables are unique to one word, showed good word recognition performance. Additionally, this might be due to the relative high proportion of digits in the training set, which might suggest that syllabable-based systems need a high number of training events per unit.
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