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ABSTRACT

This paper deals with the problem of exploiting information from a wide phonetic context for the purpose of language identification. Two approaches to language modeling are presented here: 1) modified bigrams with a context-mapping matrix and 2) language models based on binary decision trees. Both models were incorporated in a phonotactic language identifier with a double-bigram decoding architecture and were shown to consistently improve the performance of standard bigrams. Measured on the NIST’95 evaluation set, the described system outperforms the state-of-the-art phonotactic components and is, at the same time, computationally less expensive.

1. INTRODUCTION

Automatic language identification (ALI) is a task of recognizing the language from a spoken test sentence. The ability of machines to distinguish between different languages becomes important with the trend in globalization of communication technology and providing wide multilingual services.

Besides other solutions for ALI based on prosody modeling, as well as on acoustic features, there is an efficient way to describe a language in a discriminative way - by means of statistical modeling of phonetic chains (phonotactics). Several contributions were published dealing with the use of phone n-grams, particularly bigrams, which were shown to be suitable for identifying languages [2], [3], [4]. Although bigrams have proved to be efficient models, a wider phonetic context seems to be appropriate for acquiring language-relevant information. By introducing trigrams, i.e., second-order statistics, the performance of the phonotactic language models could be further improved. This, however, is faced with the general problem of lacking robustness due to sparse speech data. Moreover, as the probabilities are estimated from phonetic sequences decoded by a phone-recognizer that changes the original phonotactic properties of the language, a text-based estimation by means of pronunciation lexica and large text corpora is not feasible.

In this contribution two improved modeling methods will be described that allow acquiring information from a wider phonetic context than that of standard bigrams without increasing the estimation costs. In section 2, a simple algorithm for mapping the context of two preceding phones by means of a selection matrix is introduced. A more general approach to exploiting context information - by means of binary-tree language models - is presented in section 3. The subsequent sections detail the baseline ALI-system, the database and the phone-recognizer and give the experimental results obtained with both approaches.

2. APPROACH A: MAPPING WITH A SELECTION MATRIX

In general, the prior probability of a phone-sequence \( \pi = a_1, ..., a_T \) representing the spoken utterance, given a language model \( L_i \), is calculated as

\[
Pr(\pi \mid L_i) = \prod_{t=1}^{T} Pr(a_t \mid a_{t-1}, ..., a_2, a_1, L_i).
\]

The bigram is based on the approximation

\[
Pr(a_t \mid x) = \Pr(a_t \mid S\{a_{t-1}, a_{t-2}\} ),
\]

getting all possible histories of the phone \( a_t \) are mapped into \( A \) equivalence classes (\( A \) being the size of the phone repertoire) each unifying those histories ending with the phone \( a_{t-2} \). Although useful, the bigram approximation discards all statistical information of higher than the first order.

In order to exploit a wider context than that of standard bigrams while not increasing the estimation costs, a special selection function \( S[.] \) is proposed that takes the history of two preceding phones into account and maps it into a manifold of equivalence classes of the size \( A \). Thus the number of parameters to be estimated is reduced from \( A^2 \) (for trigrams) to \( A^T \) (as for bigrams):

\[
Pr(a_t \mid x) = Pr(a_t \mid S\{a_{t-1}, a_{t-2}\} ).
\]

Obviously, during this process a part of the 2nd-order statistical information gets lost. Determining \( S \) is the crucial problem in terms of minimizing the information loss. Therefore it is reasonable to take the phone-pair probabilities into account when designing the mapping rules \( S \).

For the proposed algorithm two criteria were considered: 1) the resulting probability distribution \( Pr(e_k) \) of the new equivalence classes \( e_1, ..., e_k \) should be nearly uniform and 2) the equivalence classes should have a comparable number of phone-pairs mapped in. The first criterion can be interpreted as maximizing the overall entropy of "utilization" of the equivalence classes, i.e., the average mapping rate should be equally distributed among the classes. As the phone-pair probabilities considered here represent the global occurrences in all languages, the second requirement prevents one single language being preferred by the mapping function in cases when certain phone-pairs are very frequent uniquely in this language.

Naturally, the optimization task above may be solved in many different ways. The following algorithm represents a simple way to achieve this.

Fig. 1 illustrates the principle of the algorithm: a sequence of all \( A^2 \) possible phone-pairs \( (a_t, a_{t-1}) \) ordered according to their global occurrence probability serves as the basis for deriving the equivalence classes. Typically, the sorted probabilities roughly fit an exponentially falling curve. In order to achieve the \( A^2 \)-to-\( A \) reduction, the ordinate is folded up to the range \( 1...A \) in the manner depicted in the figure. It can be seen that the phone-pair probabilities in the columns 1,...,\( A \) sum up to an approximately uniform distribution thereby meeting the first criterion. Each of the columns 1,...,\( A \) represents a new equivalence class, and the phone-pairs assigned to it by folding are the class members. There are exactly \( A \) members assigned to each equivalence class, hence the second criterion mentioned above is satisfied as well.
Figure 1. Ordered sequence of phone-pairs and the folding scheme

Based on this explanation the algorithm for generating the mapping rules can be formulated in four steps as follows:

1. Estimate the global phone-pair probabilities \( Pr(a_i, a_j) \) over all languages for \( a_i, a_j \in A \) (\( A \) being the phone repertoire of the size \( |A| \)).

2. Sort the probabilities in descending order. Let the elements of the ordered sequence be denoted \( b_1, b_2, \ldots, b_A \).

3. Assign to the equivalence class \( c_i, 1 \leq i \leq A \) the following elements
   
   \[ c_i = \begin{cases} 
   \{ b_k, a_k, a_{k+1}, b_k, a_{k+1} \} & \text{for } k = 2 : 2 = A - 1 \text{ and } A \text{ odd} \\
   \{ b_k, a_k, a_{k+1}, b_k, a_{k+1} \} & \text{for } k = 2 : 2 = A - 2 \text{ and } A \text{ even} 
   \end{cases} \]

4. Fill the \( A \times A \) selection matrix \( S \) so that each element \( S_{ij} \) contains the index of the equivalence class whose member the phone-pair \( \{a_i, a_j\} \) is.

Although the sorted sequences seem to build nearly exponential descending curves, it is clear that the resulting shape of the class probability distribution depends on the actual language task, and its full uniformity cannot be guaranteed. However, as the experimental results will show, the described algorithm is an efficient - even though sub-optimal - way to obtain a good mapping.

Once the selection matrix is generated, a set of modified bigram models can be estimated with their left context being transformed by means of \( S \):

\[
Pr(a_i | S[a_{i-1}, a_{i-2}], L_i) \approx \frac{N_{a_i,S[a_{i-1},a_{i-2}]}}{N_{S[a_{i-1},a_{i-2}]}}
\]

(with \( N \) being the number of observations). Note that this new model set is assumed to be used as an addition to standard bigrams (see Section 4).

3. APPROACH B: BINARY-TREE-BASED LANGUAGE MODELS

In [5] Bahl et al. introduced a special structure of language models based on binary decision trees for predicting words given a certain word history. Such models, when combined with word-n-grams, reduced the overall perplexity and proved to be feasible for natural language speech recognition.

Even though designed for large vocabulary speech recognition, the general structure of such models seems to be appropriate for modeling languages in terms of phonotactics as well. Obeying a minimum entropy rule and not being limited as to the length of history the tree-based models represent another promising way of phonetic-context acquisition.

A tree-model consists of nonterminal and terminal nodes (see Fig. 2). Each nonterminal node is connected with a binary question which leads to either one of two child-nodes. For answering the question a certain predictor (in this case a phone from the history) is compared with a node-dependent subset of phones. If the predictor belongs to the subset the result is positive, if not it is negative.

When a terminal node (leaf) is reached, the probability of the phone \( a_i \) is obtained from the distribution. It is clear that different histories result in getting to different terminal nodes and different distributions. Thus, the context is exploited in a very flexible way.

In [5] a tree-growing algorithm was described that pursues minimizing the overall entropy of the phone distribution \( Y \) at each node. Regarding the expenditure, the advantage of this algorithm is the unsupervised construction of the tree on a training set without the need for linguistic experts. In the following, this algorithm is given (customized to phonotactics):

1. Let \( c \) be the current node of the tree. Initially \( c \) is the root.

2. For each predictor variable \( X_i (i = 1, \ldots, m) \) find the subset \( S_i \) of minimum average conditional entropy at node \( c \)

\[
H_i(Y) \approx \sum_{c \in \mathcal{C}} Pr(c | X_i, Y) \log_2 Pr(c | X_i, Y)
\]

3. Determine which of the \( m \) questions derived in Step 2 leads to the lowest entropy. Let this be question \( k \), i.e.,

\[
k = \arg \min_{k} H_i(Y | X_i, Y; c_k)
\]

4. The reduction in entropy at node \( c \) due to question \( k \) is

\[
R(c) = H_i(Y) - H_i(Y | X_k, Y; c_k)
\]

If this reduction is "significant," store question \( k \), create two descendant nodes \( c_1 \) and \( c_2 \), pass the data corresponding to the conditions \( X_k \in S_1 \) and \( X_k \in S_2 \), and repeat Steps 2-4 for each of the new nodes separately.

The principle of tree-growing is obvious: if the data at a node may be divided by a question in two sets having together a smaller entropy than the actual entropy of the undivided data, two new nodes are created. The entropy reduction is considered significant relative to some threshold.
In order to determine the subset $S^*$ in Step 2 a “greedy” algorithm was applied, as suggested in [5]. The search for $S^*$ can be done through the following steps:

1. Let $S$ be empty.

2. Insert into $S$ the phone $a \in A$ which leads to the greatest reduction in the average conditional entropy [1]. If no $a \in A$ leads to a reduction, make no insertion.

3. Delete from $S$ any member $a$, if so doing leads to a reduction in the average conditional entropy.

4. If any insertions or deletions were made to $S$, return to Step 2.

An example of a node-question could look like “$e_{i-1} \in \{s, sh, f\}$”, i.e. all phones that were preceded by the phones /s/ or /sh/, or /f/ would be passed to the “yes”-node and vice versa. The optimal predictor in this case is $a_{i-1}$.

The essential parameter in the training algorithm is the significance threshold. Smaller thresholds will result in large trees with a great number of terminal nodes, whereas higher values will cause the tree to stop growing after few nodes. Further on, the number of predictors considered, i.e. the history length, is to be chosen. In our experiment both parameters were varied and their influence on the performance evaluated (see Section 5.2).

4. BASELINE SYSTEM AND IDENTIFICATION

A phonotactic language identifier with a multilingual phone recognizer and a double-bigram-decoding architecture [6] served as the baseline system for evaluating the new models (see Fig. 3). During the Viterbi-decoding process, $M$ language-dependent bigrams were used to weight the transitions between individual phone tokens thus generating six phone-streams. With each stream an independent set of $N$ language models is connected. Resulting scores are combined together and processed by a maximum-likelihood classifier. The bigrams used within the Viterbi-decoder were estimated on original transcriptions in six languages, whereas the language models were trained on the corresponding decoded phone-streams.

During the identification an incoming spoken utterance is “tokenized” into six phone-streams $S^{(1)}, ..., S^{(6)}$. Based on these, stream-dependent language bigram scores are calculated for each language $i$ and stream $l$:

$$S_{m}(\pi^{(i)} \mid L) = \frac{1}{T} \sum_{t=1}^{T} \log B(a^{m}_{i}(t) \mid a^{m}_{i-1}(t))$$

where $B$ denotes the interpolated bigram. Additionally, the scores for the selection-matrix and tree-based models are computed:

$$S_{m}(\pi^{(i)} \mid L) = \frac{1}{T} \sum_{t=1}^{T} \log B(a^{m}_{i}(t) \mid S(a^{m}_{i-1}, a^{m}_{i}, L), L),$$

$$S(a^{m}_{i-1}, a^{m}_{i}, L) = \frac{1}{T} \sum_{t=1}^{T} \log T(a^{m}_{i-1}(t), a^{m}_{i}(t), ..., a^{m}_{i-N}(t), L),$$

where $T$ denotes the tree-model and $n$ the number of predictors.

The stream-dependent score for a language $L_i$ can be obtained by combining the individual model scores in an additive way:

$$S(\pi^{(i)} \mid L_i) = S_h(\pi^{(i)} \mid L_i) + a S_{m}(\pi^{(i)} \mid L_i) + \beta T(\pi^{(i)} \mid L_i),$$

with $\alpha, \beta$ being empirical weights.

Finally, the classifier makes a maximum decision on the total language scores as follows:

$$L^* = \arg \max_{L \in \mathbb{L}} \sum_{i=1}^{M} S(\pi^{(i)} \mid L_i)$$

5. IMPLEMENTATION

5.1. Database and the Phone Recognizer

Up to nine languages from the OGI Multi-Language Telephone Speech Corpus [7] were used for training and system development, and the NIST test set from March ’95 involving nine languages was taken for the system evaluations.

Twelve Mel-warped cepstral coefficients, energy as well as their first derivatives, were extracted from the signal waveforms, and the cepstral-mean subtraction was carried out to suppress channel-dependent feature components.

For the phone-decoder an HMM-based phonetic recognizer was designed by means of the HTK software V2.0. The usual tri-state left-to-right model architecture for each individual HMM was applied. 54 selected phonetic plus 7 non-speech HMM’s (context-insensitive) were trained on speech signals in six languages, for which manually labeled and segmented transcriptions were available. A total number of 180 “stories-before-tone” (each 45 seconds long) served as the data to train the HMM parameters. The training conditions for the bigrams used within the Viterbi-decoder were described in [6].

Further on, 50+10 utterances (450 stories) in each of the nine languages were decoded by the six-way phonetic recognizer and the resulting sequences served as data for training the language models as well as for tuning the system parameters ($\alpha$ and $\beta$). These data did not overlap with the set used for phonetic training.

The NIST test set for each language consists of twenty 45-second phone calls (spontaneous monologues) and ca. eighty 11-second excerpts of them as specified in the NIST guidelines.

5.2. Training the tree-models

In order to investigate the influence of the tree-growing parameters - the significance threshold and the number of predictors - a variety of model configurations were evaluated. In addition to the significance value, another stopping criterion was implemented based on the distribution robustness. A node became terminal if the number of observations passed fell below a certain amount ($\approx 900$). This step proved to perform better than smoothing the distributions with the higher nodal distributions as proposed in [5].
Table 1. Influence of the significance threshold on the tree size

<table>
<thead>
<tr>
<th>Threshold</th>
<th>0.004</th>
<th>0.005</th>
<th>0.01</th>
<th>0.02</th>
<th>0.03</th>
<th>0.04</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. nodes</td>
<td>85</td>
<td>80</td>
<td>70</td>
<td>70</td>
<td>65</td>
<td>50</td>
</tr>
</tbody>
</table>

Table 2. Error rates on 10/45s utterances in the six-language-task (NIST'95)

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Error Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Baseline System</td>
<td>18.4% 3.6%</td>
</tr>
<tr>
<td>- with SM-Bigrams</td>
<td>14.7% 3.0%</td>
</tr>
<tr>
<td>- with Tree models</td>
<td>13.5% 2.3%</td>
</tr>
<tr>
<td>- with both</td>
<td>12.0% 3.3%</td>
</tr>
</tbody>
</table>

Table 3. Error rates on 10/45s utterances in the nine-language-task (NIST'95)

<table>
<thead>
<tr>
<th>Configuration</th>
<th>10s</th>
<th>45s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline System</td>
<td>29.0% 13.8%</td>
<td></td>
</tr>
<tr>
<td>- with SM-Bigrams</td>
<td>24.6% 12.2%</td>
<td></td>
</tr>
<tr>
<td>- with Tree models</td>
<td>24.0% 8.9%</td>
<td></td>
</tr>
<tr>
<td>- with both</td>
<td>22.0% 9.4%</td>
<td></td>
</tr>
</tbody>
</table>

Although the relatively simply-designed selection-matrix-based bigrams seem to be inferior to the more sophisticated tree-based models, their surprising performance in the I16-tests uncover the potential of the context information that remains unused by the standard bigrams.

The algorithm described in Section 2, designs a square-shaped selection matrix which automatically partitions the context into 54 equivalence classes. However, the optimal structure of the tree models resulting from the experiments makes obvious that tree-based techniques represent a powerful and flexible method to exploit the contextual information from the given training data.

While there was only one additional access operation per phone necessary to map the context for the SM-model, getting the phone probability of the tree model needed at least five additional access decisions per phone. With regard to the overall system, the additional models did not considerably increase the computational costs.

Measured on the NIST'95 data, the described system outperforms comparable state-of-the-art phonotactic systems [3][4]. Future research directions should address the question of how to combine phonotactic modeling with other approaches, e.g. prosody and acoustics, in order to obtain a more general system for robust ALL.
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