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ABSTRACT
This paper proposes a new fundamental frequency (F₀) contour control method based on vector representation of F₀ contour. The main points of the proposed method are as follows;
(1) Desired F₀ contours are created by selecting or modifying natural F₀ contours held in a speech database.
(2) F₀ contour selection is based on statistical estimation using a vector representation of F₀ contour.
(3) The selected F₀ contour is modified to match the target context according to rules produced by statistical learning.
An evaluation by listening tests confirms the superior performance of our proposed over the conventional method approach to F₀ modeling.
Keywords: Text-To-Speech, F₀ contour control, speech database, vector presentation, statistical estimation.

1. INTRODUCTION
To synthesize various types of speech is very important to extend the application area of synthesized speech. Especially for multimedia contents such as computer games, computer assisted instruction systems, and WWW pages, output speech that is more accurate, spontaneous, and emotional is required. In terms of speech type, fundamental frequency (F₀) contour is one of the most important factors. It has already reported that F₀ contour determines speaking style[1] and speaker[2]. Although speech synthesis has improved with recent advances in TTS[3][4], the result is still monotonous. Recently, the approach of corpus-based concatenative speech synthesis has been reported[5]. Also in the prosody research field, a corpus-base prosodic generation algorithm[6] has been proposed.

These approaches make good use of natural speech samples held in a speech database to reproduce the desired prosodic characteristics. However, even if a large speech database is used, optimal speech can not be created because the desired sample is often not in the database.

This paper proposes a new approach to generating F₀ contours. It consists of two ideas: utilization of original F₀ contour if available, and selection and modification of the nearest original contour to the target.

The following section outlines of the proposed method. It describes the F₀ contour selection method. Because the database will not cover a sufficient number of patterns, F₀ contour generation where contour selection is based on statistical estimation is described. Finally, Section 3 evaluates the proposed method.

2. NEW F₀ CONTROL METHOD

2.1 Outline
The block diagram of F₀ contour control is shown in Figure 1. The F₀ contour generation process is divided into two stages as follows;

(1) If there is an original F₀ contour in the speech database that is sufficient given the target context, it is selected and used without change as the F₀ contour for the target context.

(2) In all other cases, the nearest F₀ contour is selected and modified accordingly. Contour selection is based on statistical estimation with vector representation of F₀ contour.

Figure 1: Block diagram of F₀ contour control
2.2 Locating Natural F0 Contour

All the F0 contours are classified based on contextual information. We define those classes as the F0 contour group. Details of the factors are explained in section 3. The input text is divided to minor phrases. Each minor phrase is classified into an F0 contour group according to its contextual information. A natural F0 contour, which is the centroid of the F0 contour group, is selected from a speech database.

2.3 Control of F0 Contour Based on Statistical Estimation

2.3.1 Definition of Distance between each F0 Contour Groups

The following procedures are performed off-line. Because it is difficult to estimate and modify continuous F0 contours, all F0 contours in the speech database are represented using vectors. Figure 2 shows a vector representation of an F0 contour. We define the vector of F0 contour A as

$$\mathbf{A} = (h_1 - h_0, h_2 - h_1, h_3 - h_2, \ldots, h_m - h_{m-1}, h_{m+1} - h_m)$$

where \( h_i \) is the F0 value at the center of the vowel within the \( i \)-th syllable, \( h_0 \) is the F0 value at the top of the phrase, \( h_m \) is the F0 value at the end of the phrase, \( m \) is the number of syllables in the phrase, and \( M \) is the maximum number of syllables in the speech database. The vector is normalized to yield a dimensionless term. The mean of all vectors in each F0 contour group is defined as the typical vector of the F0 contour group. The difference in F0 contours between each F0 contour group is defined as the differential vector of the typical vector of each F0 contour group, i.e., the norm of the differential vector between each vector of F0 contours means the distance between the F0 contour groups.

2.3.2 Differential Vector Estimation

Following procedures in this paragraph are performed off-line. Qualification theory (type one)[7], is applied to estimate an element of the differential vectors from the F0 contour group in the speech database to an F0 contour group not in the database. This yields a type of factor analysis, and can formulate the relationship between categorical and numerical values using the relationship

$$\hat{y}_i = \bar{y} + \sum_f \sum_c a_{fc} \delta_{fc}(i)$$

where \( \hat{y}_i \) is the estimated value of the \( i \)-th sample, \( \bar{y} \) is the mean of all samples, and \( \delta_{fc}(i) \) is the characteristic function:

$$\delta_{fc}(i) = 1: \text{if the } i \text{-th sample falls into category } c \text{ of factor } f,$$

$$0: \text{otherwise.}$$

2.3.3 Selection of Proper F0 Contour

The following procedures are performed on-line. The F0 contour that most suits the input phrase is selected by locating the minimum norm of the differential vector. The search method is as follows:

**Step 1.** All differential vectors from the F0 contour group in the speech database to the F0 contour group of the input phrase are generated using a table of differential vectors and contextual information of the latter F0 contour group.

**Step 2.** The F0 contour group that has the minimum norm of differential vector is selected as the nearest F0 contour group.

2.3.4 Modification of F0 Contour

The proper F0 contour in the speech database is extracted. It is modified to match the contextual information of the input phrase; the values are generated by linearly interpolating the differential vector at each frame.

3. EVALUATION

3.1 Conditions of Evaluation

3.1.1 Speech Database

A speech database that contains 503 phonetically balanced sentences (total of 3365 minor phrases) was used in the evaluation test. The database consisted of manually segmented phoneme boundaries, prosodic and linguistic information, and manually corrected F0 contours[8].
3.1.2 Contextual Information of Minor Phrase

Table 1 shows the factors and the categories of contextual information with each minor phrase. “Tight connection” and “loose connection” are categories of sentence structure. “Tight connection” means a current minor phrase directly modifies the following minor phrase or is directly modified by the preceding minor phrase; “loose connection” means a more distant relation between the two minor phrases.

3.2 Objective Evaluation

We carried out open and close tests for evaluating the estimation accuracy of differential vectors. In the open test, only 344 of the Formant contour groups in the speech database were used to estimate the differential vector. 1383 minor phrases were contained in the Formant contour group and differential vectors between its Formant contour group and the others, 184 Formant contour groups with 1852 minor phrases, were estimated. A total of 63296 differential vectors (184 times 344) were evaluated.

The closed test used all Formant contour groups in the speech database. The results are shown in Table 2, the difference in RMS error was about 0.75Hz. These results show the accuracy of the estimation method.

Table 3 shows the averages of the partial and multiple correlation coefficients of each differential vector model. In terms of partial correlation coefficients, the results show that “the number of syllables in current phrase” and “accent type of current phrase” are the most important factors. In terms of “accent type of preceding phrase”, the 1st model is more important than the others. That is, the 1st syllable was affected strongly by the accent type of the preceding phrase. “Accent type of following phrase” has small influence. In terms of “preceding boundary type”, 1st and 2nd models dominate the others. This shows that 1st and 2nd syllables were affected strongly by the preceding phrase.

3.3 Subjective Evaluation

Listening tests were carried out to evaluate Formant contour generation. Five sentences were synthesized with Formant contours generated in five different ways.

(a) Proposed method: Formant contours were generated using speech database that included all groups of Formant contours needed for synthesized text.

<table>
<thead>
<tr>
<th>Table 4: Results of subjective evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Proposed method, (b) Proposed method,</td>
</tr>
<tr>
<td>(c) Conventional method, (d) Proposed method,</td>
</tr>
<tr>
<td>(e) Original methods</td>
</tr>
<tr>
<td>methods</td>
</tr>
<tr>
<td>score</td>
</tr>
<tr>
<td>RMS error (Hz)</td>
</tr>
</tbody>
</table>

Table 2: RMS error from objective evaluation

<table>
<thead>
<tr>
<th>data set</th>
<th>RMS error (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>closed</td>
<td>8.08</td>
</tr>
<tr>
<td>open</td>
<td>8.83</td>
</tr>
</tbody>
</table>

Table 3: Average of partial and multiple correlation coefficients by objective evaluation

<table>
<thead>
<tr>
<th>partial correlation coefficients by objective evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>accent type</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>1st</td>
</tr>
<tr>
<td>2nd</td>
</tr>
<tr>
<td>3rd</td>
</tr>
<tr>
<td>4th</td>
</tr>
<tr>
<td>5th</td>
</tr>
<tr>
<td>6th</td>
</tr>
<tr>
<td>7th</td>
</tr>
<tr>
<td>8th</td>
</tr>
<tr>
<td>9th</td>
</tr>
</tbody>
</table>
(b) Proposed method: F0 contours were generated by modifying the content of the speech database that did not include any of the F0 contour groups needed.

(c) Proposed method: Same as (b), but F0 contours were not modified.

(d) Conventional method: An accentual component is generated by linearly interpolating average F0 of syllables, then superposed on a phrase component to generate overall F0 contours[3].

(e) Original speech: F0 contours of original natural speech were used.

Methods (b) and (c) were designed to evaluate the estimation of differential vectors and the modification of F0 contours.

Method (d) was intended to compare the proposed method to the conventional method. Method (e) was designed to compare the proposed method to natural speech. All F0 contours were adjusted to match that of the original speech. Twenty-five sentences (5 sentences by the 5 methods) were presented to ten listeners through headphones.

Table 4 shows the results of the listening test. It shows the scores of each method, and the RMS error against original F0 contours. It shows that the proposed methods(a)(b)(c) are better than conventional method(d). Because the estimation of differential vectors is accurate, (b) has about the same score as (a). Because F0 contour modification is effective, (b) has higher score than (c) and the RMS error decreased.

Figure 3 shows an example of the F0 contours generated by the proposed method (a) and original (e). It shows that the proposed method can generate F0 contours that well match the original ones.

CONCLUSION

We proposed an F0 contour control method based on vector representation of F0 contours. It uses natural F0 contours held in a speech database. If the speech database does not cover the input text, it selects the closest F0 contour by statistical estimation and modifies it to match the text. Listening tests showed that the proposed method generates better quality F0 contours than the conventional method. As a future work, we will apply this method to an actual TTS system and evaluate it. We also intend to apply this approach to various types of speech.
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