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ABSTRACT

In this paper, speaker adaptation is investigated for audio-visual automatic speech recognition (ASR) using the multi-stream hidden Markov model (HMM). First, audio-only and visual-only HMM parameters are adapted by combining a posteriori and maximum likelihood linear regression adaptation. Subsequently, the audio-visual HMM stream exponents are adapted to better capture the reliability of each modality for the specific speaker, by means of discriminative training. Various visual feature sets are compared, and features based on linear discriminant analysis are demonstrated to result in superior multi-speaker and speaker-adapted recognition performance. In addition, visual feature mean normalization is shown to significantly improve visual-only and audio-visual ASR performance. Adaptation experiments on a 49-subject database are reported. On average, a 28% relative word error reduction is achieved by adapting the multi-speaker audio-visual HMM to each subject in the database.

1. INTRODUCTION

Audio-visual (AV) automatic speech recognition (ASR) has attracted significant interest as a means of improving performance and robustness over audio-only ASR [1-5]. Indeed, a relative word error rate (WER) reduction of up to 30% over audio-only ASR has been reported in the clean-audio case [3]. Bimodal ASR systems extract relevant features from the video sequence of the speaker’s face and combine them with acoustic features using an appropriate hidden Markov model (HMM) classifier, such as the multi-stream HMM. The observation likelihood of the multi-stream HMM is the product of the observation likelihoods of its audio-only and visual-only stream components, raised to appropriate stream exponents that model the reliability of each modality [3].

Speaker adaptation is successfully used in practical audio-only ASR systems to improve speaker-independent (SI) system performance, when few data from a speaker of interest is available [6-8]. In this paper, we propose the use of speaker adaptation as a means of improving performance of visual-only and audio-visual ASR. To our knowledge, speaker adaptation has never before been considered for this application, although visual front-end normalization has been introduced in [2], [5]. In general, speaker adaptation algorithms can be applied to the features (front-end), as well as to the HMM parameters. For example, feature mean normalization (FMN) has been successfully applied to cepstral audio features to improve speaker-only ASR robustness [9]. Various algorithms exist for HMM parameter adaptation, such as maximum a posteriori (MAP) adaptation [6-7] and maximum likelihood linear regression (MLLR) [7-8]. In this work, we consider both methods, and we demonstrate that visual-only and audio-visual HMM adaptation result in significant improvements over the SI baseline HMMs. We also propose speaker adaptation for the audio-visual multi-stream HMM exponents. The paper is structured as follows: Section 2 describes the audio and various visual front-ends, as well as, feature mean normalization. The multi-stream HMM is discussed in Section 3, and algorithms for its parameter adaptation are presented in Section 4. Adaptation experiments on the AT&T internal bimodal database are reported in Section 5, and our conclusions are drawn in Section 6.

2. FEATURES FOR AUDIO-VISUAL ASR

To perform audio-visual ASR given the recorded bimodal speaker utterance, we extract the time-synchronous audio-visual feature observation sequence, denoted by

$$Q^s = [O^s_A, O^s_V] \in \mathbb{R}^5, 1 \leq t \leq T,$$

(1)

where $D = D_A + D_V$ is the bimodal feature vector size, and $O^s_i \in \mathbb{R}^{D_i}$ for $s = A, V$, represent the unimodal (audio- and visual-only) feature vectors. Audio and visual feature vectors are originally extracted at frequencies $f_A = 100$ Hz and $f_V = 60$ Hz, respectively. Linear interpolation of the visual features is then used to time-align them to $O^s_T$ and obtain (1) at $f = 100$ Hz [3].

2.1. Audio features

The audio front-end produces a 12-dimensional (12-dim) mel-frequency cepstral coefficient (MFCC) feature vector, augmented by the normalized logarithm of the signal energy within the 25-msec speech analysis window [10]. The resulting 13-dim feature vector, $O^s_A$, is augmented by its first- and second-order time derivatives, yielding a 39-dim vector $[O^s_A, \Delta O^s_A, \Delta^2 O^s_A]$, where $\Delta$ denotes convolution, and $\Delta$ is an appropriate 5 sample kernel.

2.2. Visual features

Given the video sequence of the speaker’s face, $[V(x, y; t) : 1 \leq t \leq T]$, we obtain for every video frame the speaker inner and outer lip contours, denoted by $C^t_A$ and $C^t_V$, respectively [2-4]. Given these, we can obtain lip contour based visual features [1-2], or estimate a region of interest (ROI) of the video sequence containing the speaker’s mouth and extract pixel based visual features [1-5]. The resulting “static” visual features, $O^s_V$, are aligned to $O^s_A$, and augmented by their first- and second-order time derivatives, yielding the feature vector $[O^s_A, \Delta O^s_A, \Delta^2 O^s_A]$.  

2.2.1. Lip contour based visual features

Based on a series of experiments in [2], we choose

$$O^s_V = [h(C^t_A), w(C^t_A), p(C^t_A), n(C^t_A), h(C^t_V), w(C^t_V), p(C^t_V), n(C^t_V), |F_D(D, C^t_A)|, |F_D(D, C^t_V)|, 2 \leq \gamma \leq 5],$$

where $h(C)$, $w(C)$, $p(C)$, $n(C)$ denote height, width, perimeter, area inside contour $C$, and $F_D(D, C)$ denotes the magnitude of the $\gamma$-th order Fourier descriptors of $C$.
2.2.2. Pixel based visual features

Given the outer lip contour sequence, \( \{ C^o_n \} \), we obtain the speaker’s mouth center of mass sequence, \( \{ (c^o_n, c^o_n) \} \).

At every time instant \( t \), consider as data relevant to lipreading \( g \) the MNK pixels in \( \{ V(t; y; z) : \delta^o_t < [M/2] \leq z < \delta^o_t + [M/2], c^o_t < [N/2] \leq y < c^o_t + [N/2], t \leq t \leq t + T \} \), where \( t, t + T \geq 0 \), and \( K = t_i + t_n + 1 \), ordered into an MNK-dimensional data vector \( \mathbf{P}_t \). We then seek a matrix \( P = [P_1, \ldots, P_M] \) of size \( MNK \times L \), where \( L \leq MNK \), such that the \( L \)-dimension feature vector \( \mathbf{P}_t \) contains the most relevant information for discriminating among phonemes. Matrix \( P \) can be obtained by applying an image transform, such as the discrete wavelet transform (DWT) [2], or by linear discriminant analysis (LDA) [4].

In the case, the DWT is implemented by means of the separable Daubechies class wavelet filter of order 3. Transform coefficients on \( L = 17 \) chosen lattice locations are retained as \( \mathbf{P}_t \) [2]. Values \( M = 16, K = 1 \) are used.

In order to obtain \( P \) using LDA, we are given \( J \) training examples \( \{ X^{(j)} \}, j = 1, \ldots, J \}. \) LDA [4] assumes that a set of classes, \( J = \{ 1, \ldots, J \} \), is given a-priori (here, they coincide with the HMM states), as well as that, the training set data vectors, \( \mathbf{Y}^{(j)} \), are labeled as \( j(i) \in \mathbf{J} \) (this is automatically done by forced segmentation using either the audio or visual streams) [4], [10]. Let \( S_w, S_n \) be the within-class scatter and between-class scatter matrices of the training sample [4], and let the \( L \) largest generalized eigenvalues and right eigenvectors of the matrix pair \( (S_w, S_n) \) be computed, that satisfy \( S_w \mathbf{A} = \mathbf{S}_w \mathbf{A} \). Let \( \mathbf{A} \) be \( \{ \lambda_1, \ldots, \lambda_L \} \) and let matrix \( \mathbf{A} = [A_1, \ldots, A_L] \) have as columns the generalized eigenvectors. Then, \( \mathbf{P} = [\mathbf{P}_1, \ldots, \mathbf{P}_L] \). Given \( \mathbf{Y}^{(j)} \), we extract its \( L \)-dimension feature vector \( \mathbf{a}^{(j)} = [a_1^{(j)}, \ldots, a_L^{(j)}] \), as \( a_i^{(j)} = \mathbf{Y}^{(j)} \). In our case, \( L = 18, M = 16, K = 5 \), and \( I = O(10^5) \).

2.3. Feature mean normalization

FMN is a simple technique used to improve robustness of audio ASR in mismatched training and testing conditions by subtracting, at each time instant, the feature vector mean, computed over the entire utterance, from the original feature vector [9]. In previous work [2], we have observed that FMN dramatically improves multi-speaker visual-only ASR performance, when pixel-based visual features are used. Here, we independently apply FMN to all “static” audio and visual features, obtaining, for each modality, the observation vector (see also (1))

\[
\mathbf{Q}^{(j)} = \left[ \mathbf{d}^{(j)} - \frac{1}{T} \sum_{t=1}^{T} \mathbf{d}^{(j)}, \mathbf{A} \mathbf{d}^{(j)}, \mathbf{A} \mathbf{A} \mathbf{d}^{(j)} \right],
\]

where \( s = A, V \). Note that intensity normalization of \( [X^{(j)}, 1 \leq t \leq T] \), over all pixels and frames, proposed in [5], constitutes a restricted case of (2).

3. THE MULTI-STREAM HMM

The audio-visual observation vector sequence provides information about a sequence of hidden class labels (states) \( j \in \mathbf{J} = \{ 1, \ldots, J \} \), modeled by a multi-stream HMM with emission probabilities (see also (1)) [3]

\[
Pr\{ \mathbf{Q}^{(j)} | \} = \prod_{\mathbf{i} \in \{ A, V \}} \prod_{m=1}^{M_j} \mathcal{N}(\mathbf{Q}^{(j)} | \mu_{m,j}, \Sigma_{m,j})^{y_{m,j}}. \tag{3}
\]

In (3), mixture weights \( \omega_{m,j} \) are positive adding up to one, \( M_j \) denotes the number of mixtures, and \( \mathcal{N}(\mathbf{z}; \mu, \Sigma) \) is the \( \varphi \)-variate normal distribution with mean \( \mu \) and diagonal covariance matrix \( \Sigma \), with its diagonal denoted by \( \sigma \).

In addition, \( y_{m,j} \) denote the stream exponents that model the reliability of each modality (stream), and satisfy [3]

\[ 0 \leq y_{A,j}, y_{V,j} \leq 1 \]

and \( y_{A,j} + y_{V,j} = 1 \), for all \( j \in \mathbf{J} \).\tag{4}

Notice that, in general, (3) does not represent a probability mass function. Our references to log-likelihoods should therefore be broadly interpreted as references to recognition scores. The audio-only and visual-only parameters of HMM (3) are given by

\[
\tilde{\theta}_s = \{ \{ \omega_{m,j}, \mu_{m,j}, \Sigma_{m,j} \}, m = 1, \ldots, M_j, s = A, V, j \in \mathbf{J} \}, \tag{5}
\]

for \( s \in \{ A, V \}, \) and the complete HMM parameter set is

\[
\tilde{\theta} = \{ \tilde{\theta} \_A, \tilde{\theta} \_V \}, \quad \tilde{\theta} \_A, \tilde{\theta} \_V, j \in \mathbf{J} \} \quad \tag{6}
\]

3.1. Multi-stream HMM parameter estimation

To estimate \( \tilde{\theta} \), we first obtain maximum likelihood (ML) estimates of parameters \( \tilde{\theta}_A, \tilde{\theta}_V \), separately for each modality (stream) using the expectation-maximization (EM) algorithm [10]. Subsequently, we estimate \( \gamma_j \), using the generalized probabilistic descent (GPD) algorithm [16], since ML estimation of stream exponents is inappropriate [3].

Let us assume that we are given \( I \) audio-visual observation training sequences \( O^{(i)} = [Q_1^{(i)}; Q_T^{(i)}] \), of duration \( T_i, i = 1, \ldots, I \), and let the entire training set observation be \( O = [O_1^{(i)}; O_T^{(i)}] \). Let us also denote by \( j(i) = j(t, i) \in \mathbf{J}, t = 1, \ldots, T_i \) any HMM state sequence for utterance \( i \). Given two HMM parameter vectors \( \tilde{\theta}_A, \tilde{\theta}_V \), and denoting by \( \tilde{\theta}_0 \), the vector of HMM initial and transition probabilities, we define the auxiliary function [10]

\[
Q(\tilde{\theta}_A, \tilde{\theta}_V | O) = \sum_{i=1}^{I} \sum_{j(1)}^{J} \sum_{j(T_i)}^{J} \tilde{\lambda} \_P \log Pr\{O_i^{(i)} | \mathbf{Q}^{(j(i))} \}, \tag{7}
\]

Then, given a current HMM parameter vector at iteration \( k \), \( \tilde{\theta}_A^{(k)} \), we obtain the reestimated parameter vector [16]

\[
\tilde{\theta}_A^{(k+1)} = \arg \max Q(\tilde{\theta}_A, \tilde{\theta}_V | O), \quad s = A, V. \tag{8}
\]

Clearly (see also (3)-(7)) (8) implies separate audio-only and visual-only HMM parameter estimation, based on unimodal observations. Alternatively, and if a current estimate of the stream exponents is available, we can estimate\( \tilde{\theta}_A^{(k+1)} = \arg \max Q(\tilde{\theta}_A, \tilde{\theta}_V | O), \quad s = A, V, \tag{9} \)

based on the bimodal observations.

Stream exponent estimates can be obtained at a second stage, following the estimation of \( \tilde{\theta}_A, \tilde{\theta}_V \) by (7)-(9). Given training data \( O^{(i)} \) and the current HMM parameters \( \tilde{\theta} \), let us denote the \( N \)-best recognized hypotheses [10] of utterance \( i \) by \( \mathcal{R}_u^{(i)} \), \( n = 1, \ldots, N \), and its forced segmentation [10] by \( \mathcal{F}^{(i)} \). Let us also denote the corresponding HMM state sequences by \( \hat{g} = \{ j(i), t = 1, \ldots, T_i \} \), where \( \hat{g} \in \mathcal{R}_u^{(i)}, \mathcal{F}^{(i)} \). The log-likelihoods of the \( N \)-best recognized hypotheses and forced segmentation (ignoring \( \tilde{\theta}_i \)), normalized by the utterance length \( T_i \), are then given by

\[
\mathcal{L}_u = \frac{1}{T_i} \sum_{t=1}^{T_i} \log Pr\{O_i^{(i)} | \mathbf{Q}^{(j(i))} \} j(i, t) \mathbf{Q}^{(j(i))}, \tag{10}
\]
where $\mathcal{G} = \mathcal{R}^{(i)}_N$, $F^{(i)}$. Let us define the loss function $[3]$
\[
d^{(i)} = \left[ 1 + \frac{1}{N_i} \sum_{n=1}^{N_i} \exp \left[ \mathcal{L}_{F^{(i)}}(n) \right] \right],
\]
as a figure of merit of the discrimination between the correct and the recognized hypotheses for sentence $i$. In (11), $N_i = \sum_{j=1}^{N_i} \delta(F^{(i)}, R_{ij}^{(i)})$, and $\delta(F^{(i)}, R_{ij}^{(i)}) = 1$ if the $n_i$th best hypothesis and correct labels of sentence $i$ differ (are the same). In addition, let us define $\delta_{ni} = \{ \gamma_{ij}, j \in J, s = A, V, \}$, which (see also (4) and [3])
\[
\gamma_{ij} = \frac{\exp \gamma_{ij} + \exp \gamma_{ij}}{\exp \gamma_{ij} + \exp \gamma_{ij}}, \quad \text{and} \quad \gamma_{ij} = \log \gamma_{ij}.
\]
The GPD algorithm reestimates $\theta_{ij}$ by considering a single training utterance at a time, as $\bar{\theta}_{ij}$, namely $Viterbi$ training preceded by the $\text{segmental K-means algorithm}$ [10]. Five iterations of the algorithm are used. At the second stage, two passes over the training set with values $N = 3$, $K = 100$, and $c_i = 10$ are used in (10)-(13) to estimate stream exponents tied over all states ($\gamma_{ij} = \gamma_{ij}$, for all $j \in J$).

4. AUDIO-VISUAL SPEAKER ADAPTATION

Given few bimodal adaptation data $O$ from a particular speaker, and a baseline speaker-independent multi-stream HMM with parameters $\mathbf{\theta}^{(1)}$, we wish to estimate adapted HMM parameters $\mathbf{\theta}^{(2)}$ that better model the audio-visual observations of the particular speaker.

Two popular algorithms for speaker adaptation are maximum likelihood linear regression (MLLR) [7-8] and maximum a posteriori adaptation [6-7]. MLLR obtains a maximum likelihood estimate of a linear transformation of the HMM means, while leaving covariance matrices and mixture weight parameters unchanged. With appropriate tying of the transformation parameters, MLLR is known to achieve rapid adaptation, i.e., successful adaptation with a small amount of adaptation data $O$. On the other hand, MAP follows the Bayesian paradigm for estimating the mean, covariance, and mixture weight parameters, given $O$. MAP estimates of HMM parameters are known to converge to their ML counterparts as the amount of training (here, adaptation) data becomes large. However, such convergence is slow, and therefore, MAP is not suitable for rapid adaptation. In practice, MAP is often used in conjunction with MLLR [7].

Clearly, both MLLR and MAP are likelihood-based techniques, and neither method can be used to obtain adapted stream exponents $[\gamma_{ij}^{(2)}, j \in J, s = A, V]$. Similarly to Section 3, we therefore propose a two stage adaptation algorithm, namely MLLR and/or MAP adaptation of HMM parameters $\theta_{ij}$, for $s = A, V$, followed by the application of the GPD algorithm on the adaptation data to estimate the stream exponents.

4.1. MLLR adaptation

Let $\mathcal{P}$ be a partition (clustering) of the set of all Gaus- sian mixture components of HMM (3) in each of the two streams $s \in \{A, V\}$, $\{j, m, s\}, m = 1, \ldots, M, j \in J$, and let $p, q \in \mathcal{P}$ denote any member of this partition. Then, for each stream $s$, we seek MLLR adapted HMM parameters
\[
\mathbf{\theta}_{ij}^{(MLLR)} = \left[ \begin{array}{c} \mu_{ij}^{(MLLR)} \\ \mathbf{\Sigma}_{ij}^{(MLLR)} \\ \pi_{ij}^{(MLLR)} \end{array} \right], \quad m = 1, \ldots, M, j \in J,
\]
for which $\mathbf{W}_{ij}$ becomes diagonal. In this work, we use $n = 5$, and Viterbi training to obtain $\mathbf{\theta}_{ij}^{(MIP)}$. Single-stream parameters of all mixtures are adapted, provided the adaptation data contain instances of the mixture component in question.

4.2. MAP adaptation

Our MAP implementation is similar to the approximate MAP adaptation algorithm (AMAP) [7]. AMAP interpolates the “counts” of the speaker independent training data and the adaptation data. If $O^{(1)}$ denotes the training data observations for the SI HMM, and $O^{(2)}$ denotes the adaptation data observations, we obtain the training data $O$ of the adapted HMM as
\[
O = \left[ O^{(1)}, O^{(2)}, \ldots, O^{(D)} \right].
\]

5. EXPERIMENTS

Adaptation experiments are performed on the 49-speaker connected spoken letter ("A"-"Z") AT&T bimodal database [2-4]. Each speaker utters 25 random four-letter sequences. In this work, whole word, 6-10 state, left-to-right HMMs
with 16 mixtures per state and stream, and a single-state silence HMM with 32 mixtures per state and stream are used. No grammar constraints are used during recognition (free word loop of unknown length). Unless otherwise stated, FNM is applied to both feature streams, and LDA visual features are used.

Our adaptation scenario is the following: For each speaker, twenty sequences are used as a training and adaptation set (a total of 980 sequences), whereas, the remaining 5 sequences per speaker are used as a test set (a total of 245 sequences). The training set is first used to obtain multi-speaker (MS) audio-visual HMMs, as described in Section 3.1. Subsequently, and for each speaker, we consider the twenty sequences as supervised adaptation sequence (i.e., with known transcriptions) on which audio-visual HMMs are adapted. For each speaker, the adapted HMMs are tested on the remaining five sequences, and the results are accumulated for all 49 speakers, thus being reported on the same 245 utterance test set. This scenario deviates somewhat from the traditional speaker adaptation scenarios [6-8], however it is warranted due to the small size of our database.

In Table 1, we investigate MLLR only adaptation for various visual front-ends. Clearly, the pixel based visual front-ends perform significantly better than the lip contour based visual front-end, both in the multi-speaker and speaker-adapted cases, with LDA based features giving the best results.

Table 1: Supervised adaptation for various visual front-ends.

<table>
<thead>
<tr>
<th>Features-HMM</th>
<th>Audio</th>
<th>Visual</th>
<th>AV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lips</td>
<td>88.4 (72.5)</td>
<td>53.3 (84.4)</td>
<td>84.7 (65.7)</td>
</tr>
<tr>
<td>Lips-MLLR</td>
<td>88.4 (65.8)</td>
<td>33.9 (84.4)</td>
<td>89.4 (72.2)</td>
</tr>
<tr>
<td>DWT-MS</td>
<td>88.4 (65.8)</td>
<td>32.7 (84.4)</td>
<td>89.4 (72.2)</td>
</tr>
<tr>
<td>DWT-MLLR</td>
<td>88.4 (65.8)</td>
<td>30.6 (84.4)</td>
<td>89.4 (72.2)</td>
</tr>
<tr>
<td>LDA-MS</td>
<td>88.4 (72.5)</td>
<td>40.6 (84.4)</td>
<td>89.4 (72.2)</td>
</tr>
<tr>
<td>LDA-MLLR</td>
<td>88.4 (72.5)</td>
<td>40.6 (84.4)</td>
<td>89.4 (72.2)</td>
</tr>
</tbody>
</table>

Table 2: Supervised adaptation experiments for LDA visual features. Results are depicted in word (string) accuracy %.

<table>
<thead>
<tr>
<th>HMM</th>
<th>Audio</th>
<th>Visual</th>
<th>AV</th>
</tr>
</thead>
<tbody>
<tr>
<td>MS (NO FNM)</td>
<td>88.4 (72.5)</td>
<td>40.6 (84.4)</td>
<td>89.4 (72.2)</td>
</tr>
<tr>
<td>MS (FNM)</td>
<td>88.4 (65.8)</td>
<td>32.7 (84.4)</td>
<td>89.4 (72.2)</td>
</tr>
<tr>
<td>DWT-MLLR, eq. (16)</td>
<td>88.4 (65.8)</td>
<td>32.7 (84.4)</td>
<td>89.4 (72.2)</td>
</tr>
<tr>
<td>MLLR, eq. (17)</td>
<td>88.4 (65.8)</td>
<td>32.7 (84.4)</td>
<td>89.4 (72.2)</td>
</tr>
<tr>
<td>MAP-MLLR</td>
<td>88.4 (72.5)</td>
<td>40.6 (84.4)</td>
<td>89.4 (72.2)</td>
</tr>
<tr>
<td>MAP/MLLR (FPG)</td>
<td>88.4 (72.5)</td>
<td>40.6 (84.4)</td>
<td>89.4 (72.2)</td>
</tr>
</tbody>
</table>

In Table 2, we investigate the performance of the various adaptation algorithms discussed in this paper using the LDA based visual features. The performance of the original multi-speaker audio-only, visual-only, and audio-visual HMMs is depicted in the first two lines of Table 2, with and without FNM. Notice the dramatic improvement in the visual-only recognition, achieved due to FNM. Subsequently, MLLR and MAP adaptation are considered for the audio-only and visual-only HMM parameters. Overall, due to the small amount of adaptation data, MLLR adaptation gives superior results. Notice also that MLLR performance is slightly better when using the bimodal multi-stream HMM (see (17)) instead of the unimodal HMMs (see (16)) in the E-step of the MLLR adaptation algorithm. In addition, a combination of MAP and MLLR improves both audio-only and visual-only ASR. A similar result has been observed in [7], for audio-only ASR, although, in our implementation, MAP precedes the use of MLLR. In all three adaptation experiments, the adapted audio-visual HMM performance is significantly improved over the multi-speaker HMM, reaching a relative word error rate reduction of 25% in case of MAP/MLLR adaptation. In addition, the inclusion of the visual modality reduces word error rate by 12% over audio-only adaptation. Finally, when HMM stream experiments are discriminatively trained, the relative word error rate reduction due to audio-visual adaptation becomes 28% (see Table 2).

6. CONCLUSION

In this paper, we have investigated speaker adaptation techniques for audio-visual ASR, as a means of improving recognition performance of multi-speaker audio-visual HMMs to specific speakers. We have used the multi-stream HMM for audio-visual ASR, and we have proposed a two-stage adaptation algorithm of its parameters, namely, adaptation of its audio-only and visual-only parameters, followed by adaptation of its stream exponents. Both MLLR and MAP adaptation can be used in the first stage for best results. Discriminative training of the HMM stream exponents on the adaptation training data further improved performance of the audio-visual ASR system. Overall, we obtained a 28% relative word error reduction over the multi-speaker audio-visual HMM at a clean-environment. In addition, we have demonstrated the importance of visual front-end feature normalization for improved audio-visual ASR. Finally, an investigation of lip contour vs. pixel-based visual features (DWT and LDA) has indicated that the latter gives superior performance both for multi-speaker and speaker-adapted visual-only HMMs, with LDA performing the best.
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