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ABSTRACT

This paper describes a technique for synthesizing auditory speech and lip motion from an arbitrary given text. The technique is an extension of the visual speech synthesis technique based on an algorithm for parameter generation from HMM with dynamic features. Audio and visual features of each speech unit are modeled by a single HMM. Since both audio and visual parameters are generated simultaneously in a unified framework, auditory speech with synchronized lip movements can be generated automatically. We train both syllable and triphone models as the speech synthesis units, and compared their performance in text-to-audio-visual speech synthesis. Experimental results show that the generated audio-visual speech using triphone models achieved higher performance than that using syllable models.

1. INTRODUCTION

Incorporating bimodality of speech into human-computer interaction interfaces generally enhances speech perception and understanding by both humans and computers. From this point of view, recently, there have been proposed various approaches to synthesizing audio-visual speech [1]-[5]. Although some techniques can generate smooth facial animation and auditory speech with acceptable quality, there still exist many problems to be solved. One of these problems is to synthesize speech with arbitrarily speaker individuality and various speaking styles.

In this paper, we present a new approach to text-to-audio-visual speech synthesis based on hidden Markov model (HMM). We have proposed a speech synthesis system using an HMM-based speech parameter generation algorithm [7]. We have also proposed a text-to-visual speech synthesis system by applying this framework to visual speech synthesis [10]. Furthermore, this approach has been extended to speech-driven and text-and-speech-driven visual speech synthesis [11]. Here we apply this approach to text-to-audio-visual speech synthesis, that is, simultaneous generation of both auditory speech and lip motion from a given text in a unified framework.

In the proposing approach, audio and visual features for each speech unit are modeled by a single HMM and both audio and visual parameters are generated in the same framework simultaneously. Therefore, the synthesis system can generate synchronized lip movements with auditory speech automatically. Since the obtained parameter sequence reflects statistical information of both static and dynamic features of several phonemes before and after the current phonemes, synthetic audio-visual speech becomes smooth and natural without requiring additional parameter smoothing. Furthermore, since it has been shown that we can change voice characteristics of synthetic speech by applying speaker adaptation techniques to the speech unit HMMs [8][9], the similar technique can be applied to vary speaker individuality of the synthetic audio-visual speech.

2. HMM-BASED TEXT-TO-AUDIO-VISUAL SPEECH SYNTHESIS SYSTEM

Figure 1 illustrates a block diagram of the text-to-audio-visual speech synthesis system. Excepting the feature parameters and speech units, the framework of the system is the same as the auditory and visual text-to-speech synthesis systems based on HMM [7][10].

2.1. Training of Speech Unit HMMs

Visual speech feature parameters and auditory speech feature parameters are extracted from audio-visual speech database. We use mel-cepstral coefficients and mouth position parameters as the static auditory and visual features respectively. Delta parameters for both auditory and visual parameters, Δα_{at} and Δσ_{vt}, are calculated using the extracted static features α_{at} and σ_{vt}.

The auditory feature vector α_{at} = [α_{at}, Δα_{at}] and the visual feature vector σ_{vt} = [σ_{vt}, Δσ_{vt}] are combined into a single audio-visual observation vector o_t = [α_{at}, σ_{vt}]'.

Using this audio-visual observation vector o_t, we train speech unit HMMs, i.e., syllable or phoneme HMMs. In the training of HMMs, we regard an observation sequence to be divided into two streams, namely, auditory and visual parameter streams. In the case of phoneme HMMs, we use triphone HMMs and apply a decision tree based clustering procedure [12] to share the states. Since influential contextual factors are different.
between auditory and visual parameters, we construct distinct decision trees for auditory and visual parameter streams. By descending the obtained decision tree, we can synthesize triphones that are not observed in the training data.

### 2.2. Parameter Generation and Synthesis

In the synthesis phase, arbitrary input text to be synthesized is transformed into a phonetic segment sequence. According to the phonetic transcription, a sentence HMM, which represents the whole text to be synthesized, is constructed by concatenating syllable or phoneme HMMs. From the sentence HMM, an audio-visual speech parameter vector sequence is generated using the parameter generation algorithm [6].

In the parameter generation algorithm, a speech parameter vector sequence $O = \{o_1, o_2, \ldots, o_T\}$ is obtained maximizing $P(Q, O|\lambda, T)$ with respect to the state sequence $Q$ and the static feature vector sequence $C = \{c_1, c_2, \ldots, c_T\}$ where $c_t = [c_{at}, c_{vt}]$ for a given continuous HMM $\lambda$ and a sequence length $T$. If the static feature vector $c_t$ (pitch, mel-cepstral coefficients) is known, the optimum parameter vector sequence is obtained by solving a set of linear equations. By using dynamic features, the generated parameter vector reflects both means and covariances of the output distributions of a number of frames before and after the current frame.

Finally, auditory speech is synthesized from the mel-cepstrum sequence using MLSA filter [14]. At the same time, the visual parameter vector sequence is converted into visual speech such as lip animation. Then auditory speech signal and lip animation are combined as the output audio-visual speech.

### 3. IMPLEMENTATION OF AUDIO-VISUAL SPEECH SYNTHESIS SYSTEM

#### 3.1. Audio-Visual Training Set

In the previous work [10][11], we used an audio-visual speech database consisting of 216 phonetically balanced Japanese words. Since this database is not sufficient for modeling phoneme models, in this work, we made larger audio-visual speech database consisting of 100 phonetically balanced Japanese sentences enunciated by a male speaker. Auditory speech and the corresponding video images were recorded in parallel using a DAT recorder and a digital VCR. The video images contained only mouth area and the tip of the nose. NTSC video frames were digitized at 30 fps, 640 × 480 pixels, 24 bits per pixel. Further each frame was decomposed into two interlaced fields. As a result, we obtained 60 lip shape images per second. Since one phoneme segment often contains only one or two video frames in a rate of 60 fps, visual feature vectors are linearly interpolated to 120 fps. Captured images were phoneme labeled automatically according to the segmentation results of the auditory speech. Auditory speech was sampled at 12 kHz, 16 bits per sample.

#### 3.2. Audio-Visual Feature Parameters

We used mel-cepstral coefficients as auditory speech features. The mel-cepstral coefficients were obtained by a mel-cepstral analysis technique [13] [14] on each 33.3 ms frame of speech with a Blackman window every 8.3 ms. The static feature vector $c_u$ consists of 26 mel-cepstral coefficients including the zeroth coefficient. Then delta parameters were calculated by simple difference between current and preceding frames. Thus, each auditory feature vector becomes a 52 dimensional vector.

To represent the lip shape, we used 10 position parameters [10][11]. They are vertical distance from the noise to the corner of the mouth $y$, horizontal opening of inner contour $2w$, vertical distances from horizontal axis, which is the line joining mouth corners, to the inner upper contour $\{u_0, u_1, u_2, u_3\}$ and inner lower contour $\{l_0, l_1, l_2, l_3\}$ at 4 equally spaced points between the center and the right corner of the mouth. We extracted these position parameters from captured images by hand. As the static visual feature vector, we used a 10-dimensional vector $c_v = [y, w, c_{vu}, c_{vl}]$ where $c_{vu}$ and $c_{vl}$ are DCTs of $u = [u_0, u_1, u_2, u_3]^T$ and $l = [l_0, l_1, l_2, l_3]^T$, respectively. As well as the auditory feature parameters, delta parameters were calculated by simple difference between current and preceding frames. Consequently, each visual
feature vector becomes a 20-dimensional vector which consists of static and dynamic features.

3.3. Models, Training, and Synthesis

In the HMM-based auditory speech synthesis, phoneme models are used as the speech synthesis units [7]-[9]. On the other hand, we used CV syllable HMMs in the visual speech synthesis [10][11]. Here, we trained both syllable and phoneme models as the speech synthesis units, and compared their performance in text-to-audio-visual speech synthesis.

We modeled each Japanese syllable by a 7-state left-to-right model with single Gaussian diagonal output distribution and no skips. A total number of 144 syllables were appeared in the database. After the training of the syllable models, they were reestimated with the embedded training version of the Baum-Welch algorithm.

For each phoneme, we trained a 4-state left-to-right model with single Gaussian diagonal output distributions and no skips. First, we estimated 45 monophone HMMs and copied to triphone HMMs. The number of triphones which is observed in the training database is 2029. Then we reestimated HMMs and constructed decision trees for auditory stream and visual stream. Four sets of phoneme models were obtained by changing the threshold for decision tree construction. Resultant phoneme models consisted of 3031 / 993 PDFs, 3031 / 440 PDFs, 1055 / 993 PDFs, and 1055 / 440 PDFs for auditory / visual streams, respectively. After constructing trees, we again reestimated HMMs.

In addition, since we analyzed and modeled audio-visual speech with a frame rate of 120 fps, the generated visual parameter sequence has the same frame rate. To synthesize lip animation with 30 fps, we downsamplled the generated visual parameter sequences by a factor of 4.

4. EXPERIMENTAL RESULTS

Since the audio-visual database that we used was still small and thus available training data was limited, we chose one sentence from the database arbitrarily and used it as a testing sentence. Then the remainder of the sentence, namely 99 sentences out of the 100-sentence set, were used as the training data. We generated both training and testing sentences using the proposed audio-visual speech synthesis technique.

Table 1 shows a comparison of the spectral distortion and lip shape distortion for training data when different speech unit models were used. Spectral distortion is the rms mel-cepstral distance between spectra of real utterance and synthetic speech. Lip shape distortion is the rms difference between heights of mouth opening of the real video images and synthetic lip shapes. In this experiment, we used pitch contour and duration information obtained from the database. It is shown that phoneme models give higher performance than the syllable model.

Table 1: Comparison of synthesis performance for training sentences.

<table>
<thead>
<tr>
<th>Model</th>
<th>No. of A/V PDFs</th>
<th>Distortion in dB / Pixel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phoneme</td>
<td>1055 / 440</td>
<td>3.8 / 14.3</td>
</tr>
<tr>
<td></td>
<td>1055 / 993</td>
<td>3.8 / 13.1</td>
</tr>
<tr>
<td></td>
<td>3031 / 440</td>
<td>3.4 / 14.6</td>
</tr>
<tr>
<td></td>
<td>3031 / 993</td>
<td>3.5 / 13.4</td>
</tr>
<tr>
<td>Syllable</td>
<td>1008 / 1008</td>
<td>4.1 / 14.5</td>
</tr>
</tbody>
</table>

Figure 2 shows comparison of generated spectral envelopes and lip movements for a portion of the testing sentence. In the figure, (a) extracted from real utterance, (b) synthetic speech generated from phoneme models with 3031 and 993 PDFs for auditory and visual parameters, and (c) synthetic speech generated from syllable HMMs are shown, respectively. From this figure, it can be seen that synthetic audio-visual speech is smooth and resembles real one.

Through the informal listening tests, it was shown that the synthetic auditory speech using phoneme models provide higher quality than that using the syllable HMMs. However, it was observed only slight differences between the phoneme models and the syllable model in generated lip movements.

5. CONCLUSION

We have proposed a technique for generating audio-visual speech from arbitrary input text. The approach is based on the parameter generation algorithm from HMM with dynamic features. It has been shown that triphone models give higher performance than syllable models. Furthermore generated audio-visual speech is quite smooth and natural. Although we generated only spectral parameters for auditory speech synthesis, we have already developed a speech synthesis system in which spectral information and prosodic information are modeled in the same framework simultaneously [15]. Audio-visual synthesis with various speaker individuality is our future work.
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Figure 2: Spectral envelopes and lip shapes for a Japanese phrase /t-o-b-u-j-y-u-u/ in testing sentence.


