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ABSTRACT
In the frame of the INCO-Copernicus program of European Commission we have started to develop an audio-visual pronunciation teaching and training method and software system for hearing and speech-handicapped persons to help them to control their speech production. A teaching method is drawn up for progression from the individual sound preparation to practice of the sounds in sentences. The main aim is to develop an audio-visual articulation training and teaching system for all participant languages, these being English, Swedish, Slovenian and Hungarian.

The basic part is a general language-independent measuring system and database editor. This database editor makes it possible to construct modules for all participant languages and for different speech disabilities. Two modules are under development for its construction in all languages, one of them being for teaching and training vowels for hearing-impaired children, while the other one is for correction of misarticulated fricative sounds.

1. INTRODUCTION
During the process of learning speech, children with normal hearing follow a product-oriented approach. They discover how to control their speech organs through reference to acoustic speech signals. In this way they develop the ability to generate all the acoustic effects occurring in speech. Speech impaired persons have some problems in this process. In traditional speech therapy a process-oriented approach is generally used [1] the speech therapist gives instructions on how to use the speech organs while forming sounds. During normal speech development, children never receive instructions on how to move or where to place their speech organs.

Instead of the process-oriented approach, or to supplement it, our project would like to offer a product-oriented one. In speech communication it is not the process of the articulation that is important, but the quality of the produced sound by which the information is transmitted to the other person. In our project developed for hearing-impaired children the produced sound is measured and visualised. The user here discovers how to control his or her speech organs through reference to the visualised pictures of the acoustic speech signals. Thus the system helps the patients to discover how to move their speech organs by simultaneously comparing the visual patterns (speech pictures) of the normal acoustic speech signal with the disordered one. In this way they may develop the ability to generate most or all of the acoustic effects occurring in speech.

For the project, there is a need for the cooperation of scientists who represent different fields, such as digital speech processing, speech acoustics, expertise in linguistics on different levels, in speech therapy, and knowledge of the newest technological facilities. With the cooperation of different experts we are developing the system for all participant languages.

2. GENERAL METHOD OF SPEECH THERAPY
The aim of our project is the correction of the disordered aspects of speech by visual presentation of the speech signal, using the healthy visual channel of the patient for additional processing. However, during practice we also use the patients’ limited auditory channel, by giving auditory information synchronised with the visual information. (Fig. 1.)

Our system differs from those articulation teaching systems that have been developed on the base of current speech recognition systems (ASR). Usually these can do no more than distinguish between good and poor pronunciations of a known word spoken by a child. The normal goal of ASR is to classify all utterances correctly, even if they are not pronounced accurately. But in pronunciation teaching, whether the speech of a child is good or poor determines whether most people in their educational, public and cultural life can understand them easily or with difficulty [2]. Thus the two systems, ASR and pronunciation teaching systems have different aims. Nevertheless, many results and algorithms of ASR are used in our speech processing system.

A microphone picks up the speech, then the acoustic speech processing follows. The main problem is to decide which parameters are important for the speech processing and how to present these to the patient; we need to know what sort of parameters change simultaneously during articulation, and what sort of parameters patients can use to make the decision themselves as to whether their pronunciation is correct or not, and how far it is from the correct one.

2.1 The acoustic speech processing
The sound pressure-time function is not very informative and changes easily as a result of many factors. However, the decomposition of the complex sounds of speech into their component frequencies is an important first step of the analysis. Separation into frequency channels is maintained throughout the auditory nervous system, so it would obviously be advantageous to do this separation in a way that is similar to the human auditory system.

But we still do not have a complete understanding of the way in which even the simplest of speech sounds is processed by the auditory system and we know virtually nothing of the neural activity evoked by running speech or even sentences or phrases. However there is accumulated knowledge derived from the neuro-physiological examination of the low level peripheral hearing system, which is in harmony with psycho-acoustic experiments. Such processing is for example the critical-band spectrum analysis and real-time masking.
Our acoustic speech processor is a simple auditory model, which imitates only the low level processing of the human hearing system, which we understand reasonably well [3, 4].

The model analyses the speech signal by approximately similar time, frequency and intensity resolution available to the human peripheral auditory system during speech perception. The data are valid for average speaking rates and average speech intensity level (65 dB). [5, 6]

The separation of the complex sounds into their component frequencies is done in critical filter bands, from 80 Hz to 8 kHz. In this range 20 critical band filters were used. Visualising the output of these filters as a function of time gives the so-called cochleogram.

For pitch measurement the simple AMDF method will be used instead of a technique which would be suited to the auditory model.

2.2 The visual presentation

The further processing of the output of the model is done for the purpose of better visualisation. The visual presentation of the acoustical parameters (are called speech pictures) gives the possibility to the user to process the speech further on the basis of this visual presentation. (Comparative physiologists and neuroethologists have presented data which support the interpretation that specialised sensing and motor functions have emerged from common neural and/or physical mechanisms [7]) A detailed examination has been prepared to decide what scale of loudness, of pitch contour, of spectral distribution, etc, gives the most informative visual presentation (speech pictures) about these parameters. How it is possible to draw the children’s attention to the areas of maximum energy in the spectrogram. How is it possible to encourage the child to use correct loudness and intonation levels. How the child can recognise if he/she pronouncing sounds with a inappropriate rhythm etc. Generally we use different amusing background drawings to help the child to find the important part of these speech pictures.

An automatic begin/end processing is involved to measure the beginning and the end of the phrases. With the help of different time-warping algorithms [8,9], the corresponding sounds in the reference speech and in the imitation are shown one immediately below the other, in spite of the fact that the duration of the reference speech and imitation may be different. In this way the sounds are easily comparable in the reference speech and in the imitation.

2.3 Vocabularies

While the acoustic speech processing and the visual presentation are language independent separate vocabularies must be constructed for all participant languages. In the construction of the vocabularies the language specific characteristics and specialised training methods of the traditional national therapy has been taken into consideration. In the vocabulary all trained phonemes must be presented in isolated form, in carefully selected sound sequences, in words.
in sentences and minimal pairs, in different sound positions and systematic sound sequences. These samples of the vocabularies are used during the training as reference speech. The reference speech examples are produced by carefully selected persons who speak clearly. Their speech pictures must be clear and easy to read. The aim of the patients during therapy is the production of sound pictures similar to these references in the vocabulary.

3. DIFFERENT STEPS IN THE THERAPY
Two modules are under development in all languages, these being English, Swedish, Slovenian and Hungarian. One of them is for teaching and training vowels for hearing-impaired children, the so called VOWEL SUPPORT, and the other one is for correction of misarticulate fricative sounds and affricates, the FRICATIVE SUPPORT.

The system is based on up-to-date technology, but we follow the steps of traditional speech therapy in both modules. These are sound preparation, sound development, and training in words and automation. We have constructed specific tasks in a specific order involving the teaching experiences of the teachers of a given language. For example in case of the sound development of a lingualpalatal fricative consonants /ʃ/ we start to practice this sound together with a back vowel /u/, because the pronunciation of this sound connection is easier, than for example together with a front vowel like /i/. Thus one of the most important tasks for all partners has been to construct a well-defined text.

In the sound preparation we have the possibility to train the adjustment of different speech parameters. Four different types of practice are planned: loudness, spectrum, pitch and pitch-adjustment of different speech parameters. Four different types of examination which could be useful for the evaluation of a system? First we have tried to work out a concept, of the multimedia teaching system. What facts determine the goodness of a system? First we have tried to work out a concept, of the kind of examination which could be useful for the evaluation of such a new multimedia tool and for comparison with more traditional methods. In our view these examinations would be the followings:

a) How quickly can the correct pronunciation of each sound be achieved?

b) How much time does it take to reach fluency in the pronunciation of the correctly formed sounds?

c) How good is the quality of the sounds produced?

d) Does the system make it possible to maintain the good quality of the sounds produced?

Such a detailed examination is planed for the future. Now we have some preliminary results.

a) The time requirement for forming the fricatives and affricates has been examined with the Fricative Support. We put together 4 different groups, with different degree of hearing-impairment, 5 children being collected in each group. Summarised results can be seen in Table 1.

| 5-10 year-old children with small hearing impairment the high frequency regions | in each case at the first occurrence within 1/4 hour |
| severely hearing-impaired 5-10 year-old children | in each case at the first occurrence within 1/2 hour |
| deaf 5-10 year-old children | in each case at the first occurrence within 1/2 hour |
| speech handicapped 5-10 year-old children with normal hearing | in each case at the first occurrence but the results here are widely dispersed |

Table 1. Average development-time of fricatives and affricates with the Fricative Support
b) We have investigated the time requirement for the automation in 1 totally deaf child, 4 children with small hearing impairment and 4 severely hearing-impaired, aged 5-10, as well as in 2 children aged 6 of normal hearing. By using the Fricative Support we found that a consistently shorter time was required for the fixing and automation of a speech sound, than was the case with corresponding children of similar mental ability and impairment level, who had been instructed by the traditional method. However it is difficult to give values in figures because the result depended on many other factors (for instance one highly important factor was how much additional help the child received at home).

In speech handicapped children with normal hearing, the result was not completely clear. They went through the training with pleasure and used the computer happily, but we did not experience the same remarkable acceleration as was evident with the hearing-impaired children.

c) We have not yet run a subjective auditory examination for the evaluation of the quality of the formed sounds. This investigation will be continued with the new versions of the Fricative and Vowel Support.

This is the first report of the SPECO Group; the duration of the project is 3 years, from 31st September 1998 to 30th August 2001.
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