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Abstract

In this paper we propose a new speech parameterization framework that efficiently combines frequency and magnitude information from the short-term power spectrum of speech. This is achieved through computation of subband spectral centroid histograms (SSCH). Relationship between the proposed method and auditory based speech parameterization methods is discussed. An experimental study on an automatic speech recognition task has shown that the proposed method outperforms the conventional speech front-ends in presence of different types of additive noise, while it performs comparably in the noise-free conditions. In the case of car noise, our method also outperforms the computationally expensive auditory based methods, while having simplicity and low computational cost similar to the conventional front-ends.

1. Introduction

The goal of speech parameterization for automatic speech recognition (ASR) is to extract the important discriminative information from the speech signal, while omitting any information irrelevant for speech recognition. In the context of robustness against background noise, this means that we desire parameters that are invariant to changes in the acoustic environment, but retain good discriminative ability for recognizing speech.

Conventional speech parameterization methods are based on extracting information from the short-term power spectrum estimates of the speech signal. However, they utilize only magnitude information provided by power spectrum, while frequency information is left unexplored. For example in mel-frequency cepstral coefficients (MFCC), we use only the total power in each subband, while we do not keep track of the dominant subband frequencies.

Speech power spectrum changes in the presence of additive background noise. However, the positions of spectral peaks (formants) remain unaffected. Some early ASR studies have shown that formant frequencies could be used successfully to discriminate between different speech sounds. However, due to the lack of a reliable method for estimating formant frequencies, they could not be efficiently utilized in speech recognition. It has been shown in [1] that subband spectral centroids (SSC) are closely related to speech formants. Several attempts have recently been made to incorporate frequency information from the power spectrum into speech parameter vectors through

*computation of SSCs, and using them as additional features in the MFCC-based front-end [1, 2, 3, 4, 5]. The aim of our study was to find an effective method of combining the frequency and magnitude information from the power spectrum. This is achieved through computation of subband spectral centroid histograms (SSCH). In our initial work on this topic [6], we showed the efficiency of our method in presence of white Gaussian noise and discussed the choices of the free parameters. In this paper, we further develop the idea, show that delta and delta-delta parameters can successfully be used with SSCHs, and we present an evaluation of our method for various types of background noise. We also discuss the relationship between the proposed method and auditory based methods, and compare their performances.

The paper is organized as follows. We start with a description of the proposed method in section 2, and discuss its relationship with the auditory based methods in section 3. In section 4, we present an experimental study aimed at evaluating the robustness of the proposed method. Finally, the major conclusions are summarized in section 5.

2. Description of the Method

Speech parameterization in the proposed method is done on the frame-by-frame basis in the same way as in the conventional speech parameterization techniques. Each frame is represented by a set of discrete cosine transform (DCT) coefficients derived from the corresponding subband spectral centroid histogram. In the following, we give a short description of all the steps involved in this algorithm.

Power spectrum estimation: We start by computing a short-term spectral estimate of a speech frame in the same way as in the conventional front-ends. We have a choice between using FFT-based unsmoothed spectral estimates and LP-based spectrum envelopes. Intuitively, spectral envelopes seem to be better starting points for computing SSCs. However, since LP based spectral envelope estimates become unreliable in the presence of noise, the FFT-based power spectrum was used throughout this study.

Centroid computation: The power spectrum is divided into a number of overlapping frequency bands by a set of band-pass filters. Filters with rectangular frequency responses were used, as any other shape would favor some of the frequencies during centroid computation. For each subband signal the first moment or centroid is then computed. The operations in this step are summarized as
3. Relationship to auditory methods

In this section, we discuss the relationship between the proposed parameterization method and the methods derived by mimicking the processes in the human auditory system. In particular we look at the steps involved in the Zero Crossings with Peak Amplitudes (ZCPA) method [7], that is a modification of the original auditory based method known as Ensemble Interval Histograms (EIH) [8]. A comparative study described in [7] has shown that ZCPA greatly outperformed all of the widely used feature extraction methods (LPCC, MFCC, SBCOR, PLP) for different types of background noise.

In the ZCPA method, the speech signal is passed through a filter-bank of bandpass filters, to generate a set of subband signals. The signals are then processed on the frame-by-frame bases with frame lengths inverse proportional to the center frequencies of the corresponding bandpass filters. For a given frame, all positive zero crossings are found and the interval between each pair of successive zero crossings is measured. Then, a histogram of the inverse of the intervals is collected over all the subband signals, with the histogram increments equal to the peak amplitudes between the corresponding pairs of zero crossings. At the end, DCT is performed on the resulting histogram.

If we compare the steps involved in ZCPA and SSCH, we can notice the following similarities between the two methods:

- The inverse of an interval between successive positive zero crossings can be interpreted as the instantaneous dominant frequency in the subband signal. Similarly, an SSC is an estimate of the dominant subband frequency derived from the frequency domain.
- The peak amplitude between successive zero crossings, is a measure of the instantaneous energy in the subband signal. This is similar to the energy measure associated with each centroid in the SSCH method.
- Thus, the ZCPA histograms have their maxima at the dominant signal frequencies, in the same way as the SSC histograms.

We conclude, that both the methods utilize the same conceptual information from the speech signal, but the algorithms used to extract this information are different. The major difference are summarized in the following:

- ZCPA operates entirely in the time domain, while all the computations in SSCH are done in frequency domain.
- ZCPA operates with instantaneous values, while SSCH uses averaged values over a speech frame.
- ZCPA utilizes frequency dependent window lengths, while SSCH uses equal frame length for all of the subband signals.
- The major problem with using ZCPA in practical applications is its prohibitively high computation cost compared to the conventional algorithms. This is due to its operation in the time domain, and the need for heavy interpolation of the high-frequent subband signals that is necessary for proper operation of the algorithm. On the other hand, computational cost associated with the SSCH method is in the same order as for the conventional (MFCC-type) methods.
4. Experimental Study

4.1. Task and database

The proposed method was evaluated on the ISOLET Spoken Letter Database [9] down-sampled to 8 kHz. The database consists of English letters spoken in isolation recorded in a quiet room. Two repetitions of each word were recorded for each speaker. Utterances from 90 speakers (subsets ISOLET-1, ISOLET-2 and ISOLET-3) were used for training, while utterances from 30 speakers (subset ISOLET-5) were used for evaluation. Although the vocabulary consisting of 26 English letters is rather small, this is not a simple recognition task, since the vocabulary words are very short and highly confusable.

For the purpose of evaluating the robustness of the proposed algorithm against different types of background noise, four different noise types were added to the test set at four different signal-to-noise ratios (SNR). Those are: white Gaussian noise, factory noise, car noise and background speech. The last three noise types were taken from the NOISEX database, where they were referred to as factory1, volvo and babble noise respectively. A segment of the noise file equal to the length of the speech file was randomly extracted and added to the speech file at the required SNR. SNR was computed as the ratio between the maximal frame energy of the speech file, and the average energy of the noise segment. This way of computation makes SNR independent of the duration of the surrounding silence in the speech files.

4.2. Choice of parameters

Speech parameterization methods depend on a number of free parameters. This section describes the parameter choices made for all the methods evaluated in our experimental study (SSCH, MFCC and ZCPA). They all operate on the frame-by-frame basis, with the frame shift equal to 10ms, which results in computation of 100 parameter vectors per second of speech file.

4.2.1. MFCC

MFCC parameters were extracted using the HTK tool HCopy. Frame length was set to 25 ms. A first order preemphasis filter and the Hamming window were applied to each frame before the DFT computation. The resulting spectrum was passed through a mel-spaced filter-bank with overlapping triangular filters, and energy was computed for each subband signal. Finally, 12 cepstrum coefficients were derived from the set of the subband energies.

4.2.2. SSCH

Power spectrum estimation: The initial steps in SSCH computation are identical to those in the MFCC computation. The 25 ms long speech frames were passed through a preemphasis filter, and multiplied with the Hamming window before the DFT computation. The resulting spectrum was passed through a mel-spaced filter-bank with overlapping triangular filters, and energy was computed for each subband signal. Finally, 12 cepstrum coefficients were derived from the set of the subband energies.

4.2.3. ZCPA

For computation of ZCPA, the speech signal was first passed through a filter-bank consisting of 20 bandpass FIR filters lin-
early spaced on the bark-scale, with bandwidths equal to two
times critical bandwidth. The filters had order 61, and were de-
designed using the windowing method. The number of frequency
bins was set to 26. Frequency dependent frame lengths equal to
20/\(f_c\) were used, where \(f_c\) is the center frequency of the cor-
responding bandpass filter. We used both positive and negative
zero-crossings, since this gave better performance than using only
positive zero-crossings. Number of DCT coefficients ex-
tracted from the histogram bin counts was 12.

4.3. Comparison with other front-ends

In this section we present the results of a comparative study
between the SSCH-based method, the most commonly used pa-
parameterization method, MFCC, and the auditory based method,
ZCPA.

In all the methods, we used the speech recognition toolkit
HTK [10] to augment delta and delta-delta parameters to the
original parameter vectors. This resulted in a 36 dimensional
parameter vectors for all the three methods. One hidden Markov
model (HMM) with 5 states and 5 Gaussian mixtures per state
was trained for each vocabulary word. Both training and test
were performed using HTK. Table 3 shows the results of an
evaluation of MFCC, SSCH and ZCPA in presence of white
noise, car noise, factory noise and background speech respec-
tively.

Table 3: Comparison of recognition rates for different feature
extraction methods in various noisy environments

<table>
<thead>
<tr>
<th>Parameterization method</th>
<th>SNR [dB]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>clean</td>
</tr>
<tr>
<td>MFCC</td>
<td>89.55</td>
</tr>
<tr>
<td>SSCH</td>
<td>87.24</td>
</tr>
<tr>
<td>ZCPA</td>
<td>85.19</td>
</tr>
<tr>
<td><strong>b) Car noise</strong></td>
<td></td>
</tr>
<tr>
<td>MFCC</td>
<td>88.55</td>
</tr>
<tr>
<td>SSCH</td>
<td>87.24</td>
</tr>
<tr>
<td>ZCPA</td>
<td>85.19</td>
</tr>
<tr>
<td><strong>c) Factory noise</strong></td>
<td></td>
</tr>
<tr>
<td>MFCC</td>
<td>89.55</td>
</tr>
<tr>
<td>SSCH</td>
<td>87.24</td>
</tr>
<tr>
<td>ZCPA</td>
<td>85.19</td>
</tr>
<tr>
<td><strong>d) Background speech</strong></td>
<td></td>
</tr>
<tr>
<td>MFCC</td>
<td>89.55</td>
</tr>
<tr>
<td>SSCH</td>
<td>87.24</td>
</tr>
<tr>
<td>ZCPA</td>
<td>85.19</td>
</tr>
</tbody>
</table>

We see that SSCH is significantly more robust than MFCC
for all the noise types. The improvements are largest for the car
noise, and smallest for the background speech. The relatively
poor performance for the case of background speech is prob-
ably due to the existence of speech-like spectral peaks in the
background signal.

SSCH even outperforms the ZCPA in the case of car noise,
while ZCPA is more robust in presence of the other noise types.
This might be due to the differences between the two algorithms
listed in Section 3. However, it is important to note that ZCPA
could not be used in place for SSCH in practical applications,
due to its prohibitively high computation cost.

5. Conclusions

In this paper we proposed a new speech parameterization frame-
work that efficiently combines magnitude and frequency infor-
mation from the power spectrum. This was achieved through
computation of subband spectral centroid histograms. We have
shown that the conceptual information used in the proposed
method is similar to that of the auditory based methods, while
the computational complexity is similar to that of the conven-
tional (MFCC-type) front-ends.

In an evaluation on an ASR task, the proposed method
greatly outperformed the conventional speech parameterization
methods in presence of different types additive noise. We have
also shown that the concept of delta and delta-delta coefficients
can be used efficiently with this framework.
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