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ABSTRACT

It is very important to capture distant-talking speech with high quality for teleconferencing systems or voice-controlled systems. For this purpose, microphone array steering and Fourier spectral subtraction, for example, are ideal candidates. A combination technique using both microphone array steering and Fourier spectral subtraction has also been proposed to improve performance. However, it is difficult for the conventional approach to reduce non-stationary noise, although it is easy to robustly reduce stationary noise. To cope with this problem, we propose a new combination technique with microphone array steering and Fourier / wavelet spectral subtraction. Wavelet spectral subtraction promises to effectively reduce non-stationary noise, because the wavelet transform admits a variable time-frequency resolution on each frequency band. As a result of an evaluation experiment in a real room, we confirmed that the proposed combination technique provides better performance of the ASR (Automatic Speech Recognition) and NRR (Noise Reduction Rate) than the conventional combination technique.

1. INTRODUCTION

The high-quality sound capture of distant-talking speech is very important for teleconferencing systems or voice-controlled systems. However, ambient noise and room reverberations seriously degrade the sound capture quality in real acoustic environments. A microphone array is an ideal candidate for capturing distant-talking speech. With the microphone array, the desired speech signals can be acquired selectively by steering the microphone array in the desired speech direction sensitively.

A delay-and-sum beamformer (DS) [1] is one of the most popular steering techniques for microphone arrays. This beamformer can effectively reduce the undesired noise by steering the sharp directivity to the desired sound source direction. However, it is difficult to completely reduce ambient noise and room reverberations by only using the DS. This is because the DS has frequency dependability, so that it is especially difficult to form sharper directivity in lower frequency bands. On the other hand, Fourier Spectral Subtraction (SS) [2] is also proposed to reduce additive noise effectively. The SS can reduce additive noise by subtracting the long-time average noise spectrum from the spectrum of observed signals on the Fourier space. However, it is difficult for the SS to reduce non-stationary noise (for example, sudden noise) because of noise characteristic mismatches between the noise spectrum and the long-time average noise spectrum.

2. PROPOSED METHOD

We assume that distant-talking speech, stationary noise and non-stationary noise simultaneously arrive at the microphone array. In this situation, stationary and non-stationary noise reduction is necessary for capturing the distant-talking speech with high quality.

To overcome this problem, we propose a new combination technique with microphone array steering and Fourier / wavelet Spectral Subtraction (SS / WSS). Figure 1 shows an overview of the proposed combination technique. The wavelet transform admits a variable time-frequency resolution on each frequency band. Therefore, if the noise spectrum is subtracted from the spectrum of the observed signal on the wavelet space, the non-stationary noise reduction performance will be improved. We call this approach the Wavelet Spectral Subtraction (WSS).

In this paper, we try to improve the ASR (Automatic Speech Recognition) performance by the proposed combination technique with microphone array steering and Fourier / wavelet spectral subtraction in real acoustic environments.

Figure 1: Overview of the proposed method.

To overcome these problems, a combination technique with microphone array steering and SS has been proposed [3]. However, this approach can not sufficiently achieve the effective performance in a non-stationary noisy environment. Therefore, we propose a new combination technique with microphone array steering and Fourier / wavelet spectral subtraction. Wavelet transform admits a variable time-frequency resolution on each frequency band. Therefore, if the noise spectrum is subtracted from the spectrum of the observed signal on the wavelet space, the non-stationary noise reduction performance will be improved. We call this approach the Wavelet Spectral Subtraction (WSS).

In this paper, we try to improve the ASR (Automatic Speech Recognition) performance by the proposed combination technique with microphone array steering and Fourier / wavelet spectral subtraction in real acoustic environments.
nique for reducing the stationary noise, and the WSS is a suitable technique for reducing the non-stationary noise. Thus, the characteristic estimation of the residual signal is also conducted on the wavelet space with subtractive beamformer [4] before the SS and WSS is conducted.

2.1. Delay-and-sum beamformer
A delay-and-sum beamformer (DS) [1] is used to form the directivity in the desired sound direction. To capture the signal by microphone array, we assume that the plane wave of the desired sound signal comes from direction θ, the number of transducers is M, and the spacing between the transducers is d. In beamforming, the captured signals $x_1(t), x_2(t), \cdots, x_M(t)$ are shown as time delays of $x_1(t)$ in Equation (1).

$$x_m(t) = x_1(t - (m - 1)d), \quad \tau = \frac{d \cos \theta}{c}, \quad (1)$$

where $m (m = 1, 2, \cdots, M)$ is the number of transducers and $c$ is the sound propagation speed. Output signal $y(t)$ of the DS is shown in Equation (2).

$$y(t) = \sum_{m=1}^{M} x_m(t + (m - 1)\tau), \quad \tau = \frac{d \cos \theta}{c}. \quad (2)$$

In Equation (2), the desired sound signal from direction θ is emphasized $M$ times because the sound signals captured with multiple transducers are added after they are synchronized. On the other hand, no other sound signal is $M$ times as large as the desired sound signal because the directions of the other signals are different from that of the desired sound signal. Thus, the directivity of the DS can only be formed in direction θ. Therefore, the DS can form directivity in the desired talker direction.

2.2. Fourier Spectral Subtraction (SS)

2.2.1. Fourier transform (short-time Fourier transform)
Fourier transform is one of the most popular frequency analyses. The short-time Fourier transform (STFT) [5] is the most popular Fourier transform for time-frequency analysis. STFT is defined as:

$$X(b, \omega) = \int_{-\infty}^{\infty} x(t)w(t-b)e^{-j2\pi ft} dt, \quad (3)$$

where $w(t)$ is a window function and $b$ is a parameter for transforming the window function. In the STFT, the length of the time-frequency window function is fixed. Therefore, the STFT is a suitable technique for stationary noise analysis because the window function always has the same time-frequency resolution.

2.2.2. Fourier spectral subtraction
Fourier Spectral Subtraction (SS) [2] is an effective method for additive noise reduction. SS can reduce the stationary noise by subtracting the long-time average noise Fourier spectrum from the Fourier spectrum of the observed signal on the Fourier space. SS is defined by Equation (4).

$$|\hat{X}(\omega)| = |Y(\omega)| - \alpha|\overline{N}(\omega)|, \quad (4)$$

where $|\hat{X}(\omega)|$ is the Fourier spectrum of the enhanced speech, $|Y(\omega)|$ is the Fourier spectrum of the observed signal, $|\overline{N}(\omega)|$ is the long-time average noise Fourier spectrum and $\alpha$ is the reduction coefficient. Although SS is a powerful technique for stationary noise reduction, it cannot effectively reduce non-stationary noise because of noise characteristic mismatches between the noise Fourier spectrum and the long-time average noise Fourier spectrum.

2.3. Wavelet Spectral Subtraction (WSS)

2.3.1. Wavelet transform
Wavelet transform is also one of the most popular frequency analyses. It has the advantage that it admits a variable time-frequency resolution on each frequency band. The wavelet transform $X(b, \omega)$ [6] for a one-dimensional signal $x(t)$ is defined by Equation (5).

$$X(b, \omega) = \int_{-\infty}^{\infty} x(t)\overline{\psi}_{b,a}(t) dt, \quad (5)$$

$$\psi_{a,b}(t) = \frac{1}{\sqrt{a}} \psi\left(\frac{t-b}{a}\right), \quad (6)$$

where $\psi(t)$ is a function called the mother wavelet, $\overline{\psi}(t)$ represents the complex conjugate of $\psi(t)$, and $\psi_{a,b}(t)$ is obtained by transformation and dilatation of the mother wavelet. The wavelet transform admits varied resolutions of the time-frequency window on each frequency band. Therefore, the wavelet transform is a suitable transform for non-stationary noise (for example, sudden noise) analysis.

2.3.2. Wavelet spectral subtraction
Wavelet Spectral Subtraction (WSS) can reduce the non-stationary noise by subtracting the noise wavelet spectrum from the wavelet spectrum of the observed signal on the wavelet space, because the wavelet transform admits a variable time-frequency resolution on each frequency band. Therefore, the WSS will be a suitable technique for non-stationary noise reduction. The WSS is defined by Equation (7).

$$|\hat{X}(b, \omega)| = |Y(b, \omega)| - \alpha|\overline{N}(b,a)|, \quad (7)$$

where $|\hat{X}(b, \omega)|$ is the wavelet spectrum of the enhanced speech, $|Y(b, \omega)|$ is the wavelet spectrum of the observed signal, $|\overline{N}(b,a)|$ is the wavelet spectrum of the noise signal and $\alpha$ is the reduction coefficient. However, it is necessary to accurately estimate the wavelet spectrum of the noise signal ($|\overline{N}(b,a)|$). Therefore, we try to estimate the wavelet spectrum of the non-stationary noise signal in Section 2.4. If the wavelet spectrum of the non-stationary noise signal is accurately estimated, the WSS will promises to reduce the non-stationary noise.

2.4. Non-stationary noise estimation for wavelet spectral subtraction
Non-stationary noise wavelet spectrum estimation is necessary for achieving the proposed combination technique. Therefore, we employed the technique based on the subtractive microphone array [4]. We can cancel the target speech signal from the observed signal with the subtractive microphone array. Therefore, the residual signal cancelled by the target speech is almost the mixing-noise signal of the stationary and non-stationary noise, although it is slightly distorted. Therefore, we can roughly estimate the
non-stationary noise wavelet spectrum by subtracting the long-time average stationary noise wavelet spectrum from the estimated mixing-noise wavelet spectrum as shown in Equation (8).

\[ \hat{N}(b, a) = |N(b, a)| - \varepsilon |\hat{N}(b, a)| + \sigma_N(a), \quad (8) \]

where \( \hat{N}(b, a) \) is the estimated non-stationary noise wavelet spectrum, \( |N(b, a)| \) is the mixing noise wavelet spectrum acquired using the subtractive microphone array, \( |\hat{N}(b, a)| \) is the long-time average stationary noise wavelet spectrum of the pre-estimated non-speech periods, \( \sigma_N(a) \) is the standard deviation of \( |N(b, a)| \) and \( \varepsilon \) is the admissible error on \( |\hat{N}(b, a)| + \sigma_N(a) \). We regarded \( \hat{N}(b, a) \) as the non-stationary noise wavelet spectrum instead of \( |\hat{N}(b, a)| \) in Equation (7). As a result, if \( \hat{N}(b, a) \leq 0 \), the SS is only conducted for stationary noise reduction. Also, if \( \hat{N}(b, a) > 0 \), the WSS is conducted for non-stationary noise reduction (however, the SS is always conducted for ambient noise reduction after the WSS).

3. EVALUATION EXPERIMENTS

We carried out an evaluation experiment in a real room, as shown in Figure 2. In this paper, we evaluated the performance of the Automatic Speech Recognition (ASR) and noise reduction with the proposed combination technique.

3.1. Experimental conditions

Figure 2 shows the experimental environment. The desired signal comes from the front direction (90 degrees), the stationary noise comes from the left direction (40 degrees) and the non-stationary noise comes from the right direction (130 degrees). In this paper, the microphone array is steered in the known, desired speech direction. We employed white Gaussian noise as the stationary noise and sudden noise (clap and bell sounds (in the RWCP-DB [7])) as the non-stationary noise. The distance between the sound source and the microphone array is 1.5 meters.

Table 1 shows the recording conditions and Table 2 shows the experimental conditions. We evaluate the performance of the ASR and noise reduction, subject to the stationary Noise to non-stationary Noise Ratio (NNR) of 0 dB and the Signal to Noise Ratio (SNR) of -5 dB, ~20 dB, and clean, respectively. We employed the Gabor function as the mother wavelet [6] and conducted the wavelet transform with eight analyzed octaves which include ten divisions in each octave.

We employed 216 phoneme-balanced isolated Japanese words \( \times 2 \) subjects (1 female and 1 male) as the speech test data. The ASR performance is evaluated by the Word Recognition Rate (WRR), and the noise reduction performance is evaluated by the Noise Reduction Rate (NRR). The NRR is calculated by subtracting the input-SNR from the output-SNR.

3.2. Preliminary experimental results

We first evaluate the performance in the stationary or non-stationary noisy environment as preliminary experiments. Figure 3 shows the experimental results in the stationary noise and target speech environment. In Figure 3, 1 ch represents the ASR and NRR results of the captured signal with a single transducer. As a result, we confirm that the proposed method is more effective than the conventional methods on the ASR and NRR. In addition, we also confirm that the combination of the DS and SS is more effective than the combination of the DS and WSS in a stationary noisy environment.

Figure 4 shows the experimental results in the non-stationary noise and target speech environment. As a result, we confirm that the proposed method is more effective than the conventional methods on the ASR and NRR. In addition, we also confirm that the combination of the DS and SS is more effective than the combination of the DS and WSS in a stationary noisy environment.

3.3. Experimental results in stationary and non-stationary noisy environment

Finally, we evaluate the proposed method in a stationary noise, non-stationary noise and target speech environment. Figure 5 shows the wave forms for each situation. As shown by the results in Figure 5(e), (f) and (g), we confirm that the proposed method can effectively reduce the stationary and non-stationary noise, although the conventional method is not enough to reduce them. Figure 6 shows the experimental results on the ASR and NRR. As a result, we confirm that the proposed method is more effective than the
conventional methods on the ASR and NRR. In addition, we also confirm that the combination of the DS and WSS is more effective than the combination of the DS and SS in a non-stationary noisy environment.

4. CONCLUSION

In this paper, we proposed a new combination technique of a microphone array and Fourier / wavelet spectral subtraction for capturing distant-talking speech with high quality. As a result of an evaluation experiment in a real room, we confirmed that the proposed combination technique is more effective than the conventional combination technique on the ASR and NRR. In future work, we will attempt to estimate the noise wavelet spectrum more accurately.
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