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Abstract
This paper intends to summarize some of the robust feature extraction and acoustic modeling technologies used at Multitel, together with their assessment on some of the ETSI Aurora reference tasks. Ongoing work and directions for further research are also presented.

For feature extraction (FE), we are using PLP coefficients. Additive and convolutional noise are addressed using a cascade of spectral subtraction and temporal trajectory filtering. For acoustic modeling (AM), artificial neural networks (ANNs) are used for estimating the HMM state probabilities. At the junction of FE and AM, the multi-band structure provides a way to address the needs of robustness by targeting both processing levels. Robust features within sub-bands can be extracted using a form of discriminant analysis. In this work, this is obtained using sub-band ANN acoustic models. The robust sub-band features are then used for the estimation of state probabilities.

These systems are evaluated on the Aurora tasks in comparison to the existing ETSI features. Our baseline system has similar performance than the ETSI advanced features coupled with the HTK back-end. On the Aurora 3 tasks, the multi-band system outperforms the best ETSI results with an average reduction of the word error rate of about 62% with respect to the baseline ETSI system and of about 18% with respect to the advanced ETSI system. This confirm previous positive experience with the multi-band architecture on other databases.

1. Introduction
Robustness to speech signal degradations such as environmental noise or channel distortions, is currently one of the main challenges in automatic speech recognition, especially, when more and more commercial applications are emerging, confronting the technology to practical usage conditions.

In this paper, we introduce some of the last advances in robust feature extraction and acoustic modeling achieved at Multitel and their assessment on the ETSI Aurora 3 reference task. More particularly, we present a system based on a multi-band architecture which seems to constantly improve the robustness to additive noise on different speech recognition tasks. This approach is taking advantage of the independent processing of narrow frequency bands to efficiently handle the mismatch between training and testing conditions through a noise “vaccination” technique yielding robustness to noises not seen during the training.

In section 2, we introduce a technical description of our full-band and multi-band systems in terms of feature extraction and acoustic modeling. In this section, we also present former results on different ASR tasks. In section 3, we compare both the full-band and the multi-band systems to the ETSI features [16] on the Aurora 3 reference task. In section 4, we discuss the results and propose some ideas for future improvements.

2. Feature Extraction and Acoustic Modeling
This section presents the feature extraction and acoustic modeling approaches that have been used to handle noise and channel distortions. Although the evaluations on the Aurora tasks are part of Section 3, results on other databases will be recalled to provide a broader view and more specifically to confirm the consistency of the improvements that we can get using the multi-band structure.

2.1. Feature extraction
The reference front-end is based on PLP processing [13] but MFCC processing yields similar recognition performance. Additive and channel noises are handled using a combination of spectral subtraction (SPS) and temporal trajectory filtering. The spectral subtraction is applied on the FFT frequency bins. It has been shown in the past [9] that smoothing of the SPS filter is important to reduce the amplitude of artifacts (musical noise) and provide some performance benefit at low signal-to-noise ratios (SNRs). This has been confirmed in our experiments (not reported here). Also, we have been using a linear-phase smoothing of the SPS filter. This was shown to yield better results than the non-linear-phase smoothing proposed in [1].

Right after spectral subtraction, critical band energies are computed. A band-pass filtering is then applied on the time trajectories of the different critical bands. Here again, we have observed that a linear-phase filter significantly outperforms the “traditional” RASTA filter [14], confirming the results published in [6].

2.2. Full-band acoustic modeling
Our speech recognition systems are based on the hybrid HMM/ANN architecture [4] where ANNs - typically multilayer perceptrons (MLP) - are used to estimate the HMM state likelihoods. This collaboration between ANNs and HMMs has proven its efficiency on many different speech recognition tasks, ANNs providing powerful locally discriminant acoustic modeling, and simplifying the integration of contextual information.

In a classical use, denoted “full-band acoustic modeling” in this paper, a single ANN is trained in order to classify the frames of acoustic features into language dependent acoustic units (phonemes, diphones, ...).
2.3. Multi-band NLDA and acoustic modeling

In this approach, we propose to use a multi-band architecture [3, 12] in order to extract noise robust acoustic features. The principle lies on the observation that, if we consider narrow frequency bands, noises inside the bands practically differ by their energy level only, not by the shape of their band limited power spectra. Therefore, we can apply some discriminant analysis within each frequency band on data corrupted by any kind of wideband noise at different signal-to-noise ratios. If the frequency bands are narrow enough, we can expect the recomposed acoustic features to be robust to other kinds of noises.

The key element of our approach is a scheme to estimate robust parameters from these sub-bands. To achieve this, each sub-band acoustic feature vector is non-linearly transformed using a multi-layer perceptron (MLP). As suggested in the introduction, training these MLPs on noisy data allows them to transform their input in an optimal way for noisy environments. Practically, white noise is added in a controlled way to the clean speech training corpora. In our configuration we have defined 6 sub-bands (depicted in fig.1). For each sub-band, a MLP is trained to provide a nonlinear mapping between spectral acoustic features and phoneme posterior probability estimates. This mapping is optimized for phonetic classification in noisy environments.

In order to keep more flexibility, we used MLPs with two hidden layers. During recognition, the output of the second hidden layer is used as noise-robust acoustic feature vector for the corresponding sub-band. The size of this layer can be optimized or adjusted to get the desired number of features. This kind of approach is known as non-linear discriminant analysis (NLDA) [11]. The sub-band features are then concatenated to obtain an acoustic feature vector that can be used in any classical automatic speech recognition system (cf. fig. 1), a hybrid HMM/ANN system, in our case.

Training data with sufficient phonetic coverage might provide a multi-band "feature extraction" structure that is portable across different tasks, noise conditions, or even different languages.

The resulting acoustic model is robust to additive noise. This is the case even if the noise strongly differs from the noise seen during the training process in both time and frequency structure.

2.4. Prior experimental results

Earlier results have been published in [7]. The goal of this section is to briefly recall these results so as to present a broader view of the multi-band vs. full-band performance. Together with the new experiments of Section 3, they demonstrate the consistent improvement that our multi-band structure can bring on different tasks (ranging from 10 digits to 1000 words), different languages, different noises and speaking styles (read speech vs. natural speech).

The results that were published in [7] are recalled in Table 1. Two databases have been used:

- **OGI Numbers** [5] [20]: these are sequences of numbers recorded from the US landline telephone network. To make the task more challenging with respect to the robustness to noise, different noises have been added to the original data at different signal to noise ratios, ranging from 5 dB to 20 dB. Six noises types have been used: Gaussian white noise, ‘lynx’ helicopter noise from Noisex corpus, car noise from the Madras corpus, noise inside a car, noise in a public hall and noise from a shopping mall.

- **Resource Management**: we have been using the RM1 speaker independent portion of the data, the official train/test definition and the February 89 test set. The dictionary contains 992 words and the standard word-pair language model with a perplexity of 60 has been used. The original test data has been corrupted using the ‘Lynx’ helicopter noise from the Noisex-92 database. This allowed comparison with results from the literature [18].

<table>
<thead>
<tr>
<th>Task &amp; SNR</th>
<th>FB WER (%)</th>
<th>MB WER (%)</th>
<th>WERR (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB 20dB</td>
<td>10.0%</td>
<td>7.5%</td>
<td>25%</td>
</tr>
<tr>
<td>NB 10dB</td>
<td>15.4%</td>
<td>10.9%</td>
<td>29%</td>
</tr>
<tr>
<td>NB 5dB</td>
<td>23.0%</td>
<td>16.9%</td>
<td>27%</td>
</tr>
<tr>
<td>RM 20dB</td>
<td>28.2%</td>
<td>10.9%</td>
<td>61%</td>
</tr>
<tr>
<td>RM 12dB</td>
<td>63.0%</td>
<td>35.3%</td>
<td>44%</td>
</tr>
</tbody>
</table>

Table 1: Word error rate of full-band (FB) and multi-band (MB) systems, and relative word error rate reduction (WERR) of the MB over the FB. "NB" is the continuous numbers recognition task (OGI Numbers) and "RM" is the Resource Management 1000 words continuous speech recognition task.

PLP feature extraction has been used for these experiments and we only applied a RASTA temporal trajectory filtering to obtain some resistance to noise and channel effects (spectral subtraction was not applied for these experiments). As can be observed in the Table, the multi-band structure yields further increased robustness and a relative reduction of the error rate of more than 25% on the OGI Numbers task and of more than 50% on the Resource Management task. On this task, our system also presents a 25% reduction of the error rate with respect to results published in [18] using a model-based speech enhancement technique.

3. Experiments on Aurora 2 and Aurora 3

Experiments on the Aurora 2 database (English digits) have been conducted and reported in [8]. Briefly, with the multi-band structure, we have been achieving a 9.8% word error rate (in comparison with 41.3% for the ETSI baseline and 12.4% for the ETSI advanced front-ends with HTK) on test set A and the clean training data.
For this paper, experiments were then performed on the set of connected digit tasks that cover the four different languages of the Aurora 3 database: Finnish (FI), Spanish (SP), German (GE), and Danish (DA). These tasks are taken from the corpora that were recorded as part of the SpeechDat-Car European (SDC) project [21]. These are real recordings made in cars with a setup consisting of a close talking microphone and a distant microphone. Three train and test configurations were defined: the well-matched condition (WM), the medium mismatched (MM) condition and the highly mismatched condition (HM). In the WM case, 70% of the entire data is used for training and 30% for testing. The training set contains all the variability that appears in the test set. In the MM case, only far microphone data is used for both training and testing. For the HM case, training data consists of close microphone recordings only while testing is done on far microphone data.

3.1. Results

The configuration of the recognizer is fixed for all tasks. Each word is modeled by an HMM composed of 16 states. The proposed systems are evaluated in comparison to the existing ETSI DSR “regular” features [10] as well as advanced features [19], coupled with the reference HTK acoustic modeling and back-end used for the ETSI evaluations.

Results are presented in Tables 2, 3, 4 for the following systems:
• the ETSI regular (MFCCs) and advanced (robust) features coupled with the HTK back-end (results provided by the Aurora consortium and taken from [19]),
• the Multitel robust full-band baseline system,
• the Multitel robust multi-band system.

In the Tables, the relative improvements are computed as relative reductions in WER with respect to the ETSI regular system. Also, in computing the Overall performance for each task, the performance of WM, MM and HM conditions are weighted by 0.40, 0.35 and 0.25 respectively.

It can be seen that the reduction in WER achieved through the use of the multi-band structure is significant. For the Finnish language, the error rate is divided by a factor of 2 with respect to the ETSI advanced system. Consistency across the different languages/experiments is not perfect however and the Danish tasks seems problematic. Further investigations are under way. Viterbi alignment problems during the training are suspected. Also, no frame dropping procedure has been applied at this stage.

<table>
<thead>
<tr>
<th>Aurora 3 Word Error Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finnish</td>
</tr>
<tr>
<td>Well (60%)</td>
</tr>
<tr>
<td>Medium (60%)</td>
</tr>
<tr>
<td>High (60%)</td>
</tr>
<tr>
<td>Overall</td>
</tr>
</tbody>
</table>

Table 2: Aurora 3 - ETSI regular (MFCCs) and ETSI advanced front-end coupled with ETSI HTK-based back-end.

Table 3: Aurora 3 - Multitel full-band system.

Table 4: Aurora 3 - Multitel multi-band system.

4. Discussion - Future work

4.1. The multi-band architecture

A possible drawback from a multi-band structure comes from the fact that inter-band feature correlations are not appropriately taken into account by the within band discriminant analysis of the first processing stage (top of Figure 1). In general, this can potentially affect classification rate in the case the information in each band does not allow proper classification whereas using the information from both bands would. In practice however, both frame classification and ASR experiments show that the multi-band structure that we propose does not hurt performance on high SNR or clean speech. This has been systematically confirmed on different tasks and settings, including both context independent and context dependent acoustic modeling. In some cases, the multi-band structure even improves ASR performance on clean speech. Also, the "feature correlation" drawback is possibly compensated by strong robustness to (in addition to environmental noise) any frequency dependent factor including channel effects or variations of the speech signal which can be intrinsic to the speech production itself or to the coupling with the microphone (breath noise, microphone proximity effect...).

It is important to emphasize that the multi-band structure can probably be cascaded or inserted in any ASR architecture. The use of ANNs to get discrimination within the sub-bands allow a lot of flexibility in the choice of input features, even with strong correlation between the feature vector elements. Also, the discriminant features or the output of the "recombination" network could be used as input to other kinds of acoustic models (for instance mixtures of Gaussians) through a structure know as "Tandem" processing [15]. Both aspects will be investigated further (see improved sub-band modeling and generic feature extraction in the next section).
4.2. Ongoing and future work

The multi-band system has scarcely been developed further in this work as the algorithms and implementations that were used are almost exactly the one used in previous publications [8]. Further work is however going on in the following directions and convincing outcomes will be presented at the conference:

**Improved sub-band modeling**: using multiple streams of different features and ensemble of statistical models has consistently been shown to provide improvements of ASR performance [15, 17]. In the multi-band structure, different feature sets representing sub-band information will be used to develop ensembles of sub-band ANNs. Appropriate recombination of the sub-band discriminant features is then expected to further improve robustness and classification within each sub-band, and hence globally.

**Improved multi-band modeling**: in the current situation, the multi-band structure is composed of sub-band covering a group of critical bands. Also, no overlap between the sub-bands exists, except for the small overlap due to the shape of critical band filters from the PLP analysis. We are currently investigating a structure where the sub-bands overlap. This can yield improved ensemble properties through an increase in the number of ANNs. Also, as the width of each sub-band is kept the same as in the "reference" structure, no drawback is expected in terms of robustness. In addition to averaging properties due to the ensemble processing, there are psychoacoustic motivations for using overlapping bands.

**Generic feature extraction**: in the current study, the sub-band discriminant ANNs are developed on the task/language specific training corpora. We will be investigating the development of task/language independent sub-band discriminants. We will have to pool available data and define appropriate targets for the optimization of the discriminant ANNs.

**Multi-band DSR and fixed point**: a DSR version of the multi-band structure will be investigated. This will include an appropriate feature representation compression for transmission from the client to the DSR server and fixed point processing. This will be prototyped within the Modivoc [2] DSR system which already provides DSR using the full-band structure, with fixed point processing available for the whole ASR engine (FE, AM and continuous speech decoder).

**LVCSR**: the application of the multi-band structure (and the evaluation on the Aurora4 Wall Street Journal data) will imply the investigation and choice of appropriate targets for training the sub-band systems. Large vocabulary generally require the use of context dependent phonetic units.

5. Conclusions

This paper presents a summary and an evaluation of some of the latest robust feature extraction (FE) and acoustic modeling (AM) techniques used at Multitel.

First, it has been confirmed in this work that a linear phase filter outperforms the "traditional" RASTA filter. Then, the multi-band FE/AM structure has been presented. By presenting new results on the Aurora tasks and recalling earlier results (Section 3.1), this paper confirms the robustness and consistency of the multi-band structure on a broad range of tasks. On the Aurora3 tasks, the word error rate of the multi-band system is 62% lower than the error rate of the ETSI baseline. This has been achieved without frame dropping. Also, these results have been obtained without any particular tuning of the modeling approaches.
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